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 

Abstract—Speckle is a multiplicative noise which decreases 

the quality of an ultrasound image. Thus speckle reduction has 

become a very essential exercise for diagnoses. A wavelet-based 

image denoising technique is an effective filter to reduce 

speckle. Homomorphic processing is an approach for wavelet 

filtering. In this approach, to convert multiplicative noise into 

additive noise, first logarithmic transform is performed, and 

then wavelet filtering and exponential operation are performed. 

In the non-homomorphic approach, wavelet filtering is applied 

directly to the speckled image without any log or exponential 

operation. The present study compares the non-homomorphic 

and the homomorphic wavelet filtering techniques for the 

speckled images. Quantitative and qualitative results 

demonstrate that the non-homomorphic technique has higher 

performance than the homomorphic technique. 

 

Index Terms—Image denoising, speckle noise, ultrasonic 

imaging, wavelet filtering. 

 

I. INTRODUCTION 

Today, ultrasonography is widely used to view the human 

body due to its low cost, portability, safety and, real-time 

imaging [1]. Beside these advantages, the disadvantage of the 

ultrasonic imaging is the poor image quality, which is 

affected by speckle noise. Other types of coherent imagery 

such as synthetic aperture radar and laser-illuminated 

imagery have speckle noise [2]. When the ultrasonic beam is 

scattered by microscopic structure, speckle occurs in the 

image as a granular pattern [3]. Speckle noise reduces the 

image contrast and blurs image details, thus it is difficult to 

resolve normal and pathological tissue [4]. According to [5], 

[6], speckle complicates post-processing, such as edge 

detection, and decreases lesion detectability eight-fold. The 

target of speckle reduction is to remove the speckle while 

preserving as much as possible the important features of an 

image. Removing speckle noise in images is the major 

challenge in the study of medical imaging because the 

speckle noise is multiplicative noise. According to additive 

noise, removal of multiplicative noise is difficult without 

distorting the image details. For many discrete wavelet 

transform (DWT), the traditional approach is to use a 

logarithmic transform to convert multiplicative noise to 

additive noise [7]. After wavelet filtering, exponential 

operation is performed. However, these operations cause 

biased estimation of the signal and increase the 
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computational complexity [2]. This paper compares the 

non-homomorphic and the homomorphic wavelet filtering 

techniques for the speckled images. 

 

II. NON-HOMOMORPHIC AND HOMOMORPHIC DISCRETE 

WAVELET TRANSFORM 

DWT is used to view or process digital images at multiple 

resolutions. Fig. 1 shows DWT of an image [8]. 
 

 
Fig. 1. DWT decomposition of an image. 

 

In Fig. 1, after filtering the image with a pair of quadrature 

mirror filters along the rows and columns alternately, 

downsampling by a factor of two in each direction [9]. DWT 

decomposes the image and produces four subbands low-low 

(LL), low-high (LH), high-low (HL) and high-high (HH). LL 

coefficients are called approximation coefficients; LH, HL 

and HH coefficients are called horizontal, vertical and 

diagonal detail coefficients, respectively. The LL subband 

can further be decomposed to obtain another level of 

decomposition. For each level of the wavelet decomposition, 

four new images are created from the original image. As seen 

in [10], [11], downsampling may not be used to obtain an 

equal number of coefficients at each resolution scale but this 

increases the computational costs significantly and causes 

transmitting or storing the double of information with the 

decomposed signal. 

Speckle noise corresponds to a high-frequency component 

of the image and appears in wavelet coefficients [12]. Thus 

wavelet filtering is widely used in denoising medical images. 

Homomorphic wavelet filtering technique involves five 

steps: 1) Take the logarithmic transform of the image; 2) 

Calculate DWT; 3) Process the wavelet coefficients; 4) 

Compute IDWT to obtain the reconstructed image; 5) Take 

the exponential of the reconstructed image. For 

non-homomorphic wavelet filtering technique, step 1 and 

step 5 are not used. For both homomorphic and 

non-homomorphic wavelet filtering techniques, how to 

process the wavelet coefficients is important. One 

widespread method to process the wavelet coefficients uses a 

thresholding operator. There are two different thresholding 

methods frequently used, hard thresholding and soft 

thresholding. 
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Hard thresholding preserves the wavelet coefficients 

whose absolute values are larger than the threshold, 

otherwise they are set to zero 

 

       
       
       

                                   (1) 

 

where   is image value and   is threshold value. 

In soft thresholding, wavelet coefficients whose absolute 

values are lower than the threshold are set to zero, otherwise 

this method shrinks them toward zero 

       
                                                  
                               

               (2) 

Although soft thresholding eliminates the discontinuity 

that is inherent in hard thresholding, the efforts to find 

optimum thresholding method are underway [13]. 

Above-mentioned thresholding methods are applied to 

detail coefficients because the approximation coefficients 

contain the low frequency components. To find threshold 

value in equations (1) and (2), different rules were proposed 

in the literature. Donoho [14] proposed universal threshold 

defined by the following equation: 

                                              (3) 

where   is the number of pixels in the image and   is noise 

standart deviation, determined by 

                                               (4) 

where      represents the diagonal subband of first level 

wavelet decomposition of the image. 

BayesShrink [15] is another method to calculate a 

threshold, determined by 

                                          (5) 

where    is the image standart deviation evaluated in each 

wavelet subband. Instead of selecting an optimal threshold, a 

different method was proposed in the literature that detail 

coefficients are set to zero [16]. This method accepts that not 

only small values but also large values of detail coefficients 

have speckle noise.  

 

III. RESULTS AND DISCUSSION 

We used Lena, kidney and real ultrasound speckled images 

in the present work. Fig. 2(a) shows original Lena image. The 

MATLAB Image Processing Toolbox (IPT) function, 

imnoise, was used to add speckle noise to the original Lena 

image. Three noisy Lena images which have variances of 0.2, 

0.4, 0.8 were obtained. Fig. 2(b) shows a noisy Lena image 

with variance of 0.2. Second type of image we used in our 

study was the kidney image. We obtained the kidney image 

from the AnatQuest library (http://anatquest.nlm.nih.gov), as 

also seen in [17], [18]. This kidney image was used as the 

input image for Field II software [19], [20] to produce the 

noisy kidney image. The noise-free and noisy kidney images 

are shown Fig. 3(a) and Fig. 3(b), respectively. Finally, we 

used real ultrasound image of liver metastasis downloaded 

from an online ultrasound gallery www. 

ultrasound-images.com (Fig. 4(a)).  

 
(a)                                               (b) 

 
(c)                                               (d) 

Fig. 2. (a) Original Lena image. (b) Noisy Lena image with variance of 0.2. 

(c) Filtered Lena image with non-homomorphic approach. (d) Filtered Lena 
image with homomorphic approach. 

 

 
(a)                                               (b) 

 
(c)                                               (d) 

Fig. 3. (a) Kidney image retrieved by AnatQuest. (b) Noisy kidney image, 
generated by Field II. (c) Filtered kidney image with non-homomorphic 

approach. (d) Filtered kidney image with homomorphic approach. 

 

Beta and PSNR metric were used to evaluate results. The 

beta metric [21] is defined by: 
 

                                                                        

 

1 2 ( , ) ROI 1 2( , ) ( , ) ( , ) i jΓ I I I i j I i j                    (6) 

 

where    and     represent the high pass filtered version of 

original image ( , )I i j  and its denoising version ( , )I i j

obtained with 3×3-pixels standard approximation of 

Laplacian operator.       and      are the mean intensities of    
and    , respectively. 

Additionally to the beta metric, another metric used in this 

paper is the Peak Signal-to-Noise Ratio: 
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         (7) 

 

where      is the reference image,    is the noisy or filtered 

image,     is the image size, L is the maximum possible 

pixel value of the image. 

 

 
                                                                       (a)                                               (b)                                               (c) 

Fig. 4. (a) Real ultrasound image of a liver metastasis. (b) Filtered real ultrasound image with non-homomorphic approach. (c) Filtered real ultrasound image 

with homomorphic approach. 

 

 
(a) 

 
(b) 

Fig. 5. (a) Beta. (b) PSNR vs. variance of noisy Lena image. 
 

 
(a) 

 
(b) 

Fig. 6. (a) Beta. (b) PSNR vs. level of filtered Lena image with variance of 0.2. 
 

First of all, beta and PSNR were calculated for the noisy 

Lena images as function of the variance (Fig. 5). As can be 

seen both values decrease as noise variance increases. The 

non-homomorphic and the homomorphic wavelet filterings, 

based on soft thresholding, were applied for different levels. 

The results are shown in Fig. 6, Fig. 7 and Fig. 8 for Lena 

images with variance of 0.2, 0.4 and 0.8, respectively. An 

increase in the decomposition until level 3 improves the 

results but the values beta and PSNR of level 4 and level 5 are 

same or slightly lower than that of level 3 for this study. The 

Fig. 2(c), Fig. 2(d), Fig. 6-Fig. 8) show that 

non-homomorphic wavelet filtering has better results than 

homomorphic wavelet filtering. Especially, for very noisy 

images, non-homomorphic filtering yields a more improved 

image than homomorphic filtering, as shown in Fig. 8.  

Qualitative comparison was used to evaluate performance 

of filters for kidney and real ultrasound images because there 

are not reference images of these images. For the noisy 
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kidney image, generated by Field II, the wavelet transform 

was performed with three-level wavelet decomposition. 

Filtered kidney image with non-homomorphic and 

homomorphic wavelet filterings are shown in Fig. 3(c) and 

Fig. 3(d), respectively. Finally, the detail coefficients of the 

real ultrasound image are set to zero for both 

non-homomorphic and homomorphic approaches. The result 

images are shown in Fig. 4(b) and Fig. 4(c). When all the 

filtered images of the noisy kidney and the real ultrasound 

images are analyzed, non-homomorphic approach has better 

results than homomorphic approach. 

For homomorphic processing, logarithm of the image were 

taken but the images, used in this study, are dynamic range 

compressed images whose ranges are compressed for 

display. Then, log and exponential operations, used for 

homomorphic processing, cause biased estimation of the 

signal and increase the computational complexity so 

non-homomorphic processing gives better than 

homomorphic processing for dynamic range compressed 

images. 

 
(a) 

 
(b) 

Fig. 7. (a) Beta. (b) PSNR vs. level of filtered Lena image with variance of 0.4. 
 

 
(a) 

 
(b) 

Fig. 8. (a) Beta. (b) PSNR vs. level of filtered Lena image with variance of 0.8. 

 

IV. CONCLUSION 

In this study, we compare the non-homomorphic and the 

homomorphic wavelet filtering techniques for the speckled 

image. We used the kidney image that is simulated by the 

Field II program, the real ultrasound image and the Lena 

image. Image quality was been evaluated using two different 

metrics (PSNR and beta) and qualitative comparison. For the 

kidney and Lena images, the detail coefficients were 

processed using soft thresholding and set to zero for real 

ultrasound image. The results obtained show us that the 

non-homomorphic wavelet filtering, applied directly without 

any log or exponential operation, provides better 

performance than the homomorphic wavelet filtering, applied 

with log and exponential operations, for the dynamic range 

compressed images.  
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