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Abstract—The recent advancements in deep learning have
opened avenues for substantial improvements in text extracting
accuracy. These technological innovations have significantly
enhanced the capabilities of existing tools, particularly in the
realm of Optical Character Recognition (OCR). The OCR plays
a pivotal role in digitizing image-based texts. To enhance its
efficacy, and advanced preprocessing model aimed at improving
text clarity and readability should be implemented prior to the
text extraction process. Our works explore the application of
Generative Adversarial Networks (GANSs) for super resolution
tasks, aiming to enhance image quality by increasing resolution.
Various GAN architectures and training techniques are being
experimented including the usage of state-of-the-art model,
Super Resolution Generative Adversarial Network (SRGAN).
While the results showed some improvements quantitatively, it
also highlighted areas for further optimizations. The findings
suggest that GAN-based approach holds promise for super
resolution tasks in enhancing text extraction result for document
image. Significantly, the experiment showed that OCR
successfully improved even when dealing with photos that had
experienced 75% damage, which in this stage, an image had
experienced substantial information loss. Future work will focus
on addressing the identified challenges and enhancing model
performance.

Keywords—image enhancement, super resolution, generative
adversarial network

I. INTRODUCTION

Digitizing textual content is crucial for preserving and
making information accessible, especially for deteriorating or
damaged documents. Ensuring the preservation and
accessibility of historical documents, legal records, and other
vital texts is important. Many of these documents exist solely
in physical form, making their digital conversion essential for
archiving, sharing, and further analysis. An Optical Character
Recognition (OCR) technology plays a key role in this
digitalization process, allowing physical documents to be
converted into a computer readable format.

However, the quality of OCR output heavily relies on the
clarity and resolution of the source images. Common factors
that cause such text extraction quality degradation are the
deteriorating physical documents over time (document aging),
poor image capturing quality that led to poor image resolution,
and the document origin printing methods. Consider the
scenario where valuable textual information was stored in
printed documents that have been damaged or in a state of
severe degradation. The conventional approach of manual
transcription becomes not only time-consuming, but also
impacts on workforce productivity.

Addressing this challenge, commonly proposed technique
is to employ image pre-processing step before the OCR text
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extraction task employing image attribute corrections
employing image editing library and even machine learning
(e.g. color correction, perceptual correction, super resolution,
semantic segmentation) [1-6]. The other technique is to
employ text extraction post-processing/post-correction step
that fixes the output of OCR employing look-up table and
natural language processing [6, 7]. Additionally, some opt to
develop their own OCR systems, as no single technology
fully meets their requirements [8].

However, when dealing with severely deteriorated images,
traditional up-sampling techniques most often fall short in
effectively recovering the document quality. Therefore, the
primary approach is to manually recreate the document from
scratch. But, as mentioned before, this approach is time-
consuming. This process can be automated by leveraging
GANSs as an image pre-processing step.

Unlike the previously mentioned approaches in advancing
OCR, our works leverages both low-resolution and high-
resolution images during training. Specifically, we train our
generator model on paired data, where the input consists of a
low-resolution patch from the original high-resolution image.
Through adversarial training, the generator learns to produce
high-resolution patches that closely resemble real images.
Notably, our method addresses a common issue observed in
GANSs-based super resolution that the generation of fake
patches indicates incomplete or failed images resampling.

As a subset of generative Artificial Intelligence (Al),
GANSs are known as a model that is employed for creative
tasks. These tasks include performing style transfer, image
generation, and super resolution. GANs operate through an
adversarial training technique, which involves two distinctive
models, the generator and discriminator. The generator model
was trained to generate a synthetic or fake patch, while the
discriminator model was trained to determine whether the
generated patch is fake. This process continues until the
discriminator is no longer able to differentiate the real and
fake patches, indicating the generator model has successfully
generated a realistic image [9].

Our work investigates the potential of GANs for
performing image pre-processing prior to OCR text
extraction in scanned English non-handwritten documents.
The primary objective is to enable the model to perform
image reconstruction, particularly for the text portions of
scanned documents. This reconstruction aims to reduce OCR
errors by enhancing the quality of the text. Tesseract OCR is
utilized for text extraction in this research [10]. To quantify
the improvements, this study employs the levenshtein
distance, represented as the Character Error Rate (CER)
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metric [11].

II. LITERATURE REVIEW

A. Theoritical Foundation
1) Super resolution

The image super resolution, also known as Single-Image
Super Resolution (SISR), refers to a computer vision task that
aims to recover or restore a low-resolution image into high-
resolution, by performing spatial resolution
enhancement [12]. In recent years, deep learning-based SISR
models have been actively explored. The recent advances
leverage deep learning, particularly in Convolutional Neural
Network (CNN) and Generative Adversarial Networks
(GANs) [13-15].

Up sampling an image represents one of several
straightforward solutions for enhancing low-resolution
images. However, applying raw upscaling directly to a low-
resolution image can lead to image artifacts, including
blurriness or noise. Consequently, in the context of deep
learning-based super-resolution tasks, a more effective
approach involves utilizing learnable up-sampling layers
well-known as Subpixel. These specialized layers are directly
derived from convolutional layers. By incorporating
learnable up-sampling, the model acquires the capability to
perform super-resolution tasks [12].

To evaluate a SISR performance, the common approach is
by comparing the enhanced low-resolution image from its
high-resolution counterpart. Some objective metrics, like
Mean Squared Error (MSE), Structural Similarity Index
Measurement (SSIM), and Peak Signal-to-Noise Ratio
(PSNR) [16, 17], each had their own accounting factors to be
evaluated. The MSE mainly compares color composition
differential distance between the predicted and the ground
truth (Eq. (1)) [18]. SSIM counts the color composition
based-on covariance and means which resembles the contrast
and luminance-related factors (Eq. (2)) [18]. This makes
SSIM great for accounts, the fixed main structure. PSNR, an
MSE-based formula (Eq. (3)) accounts the maximum
difference between pixel values error of image reconstruction
(Eq. (4)) [19]. As super resolution task endeavor enhancing
the low-resolution image to match its high-resolution
counterpart, performing scoring through three previously
mentioned methods (MSE, SSIM, and PSNR) for quality
control is unreliable. This is because these three metrics are
primarily focused on pixel-to-pixel comparisons, while the
true objective is having fixed or generated image that
perceptually indistinguishable from the high-resolution
counterpart. Ledig et al. introduced a deep learning specific
metric called perceptual loss [13]. The term “loss” came from
its specific role to perform loss scoring system, which is
suitable for minimization problem in deep learning
backpropagation process during training. Perceptual loss
objectively measures perceptual difference between both
generated and high-resolution images utilizing pretrained
Visual Geometry Group 19 (VGGI19) model feature
extractions process [13, 16]. Both feature extraction result,
then had their differential measured using L2 norm, which in
this case, was MSE. The content loss (Eq. (5)) then completed
by adding it with adversarial loss (Eq. (6)) [13, 16].
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a) Mean squared error
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where:
N stands for total data.
x stands for generated image.
v stands for high-resolution image or ground truth.
w and /& stand for width and height respectively.
i and j stand for iterated width and height respectively.

b) Structural similarity index measurement formula
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where:

x stands for generated image.

y stands for high-resolution image or ground truth.

Land u, stand for mean intensities of x and y respectively.
The mu mainly resembles luminance-related variables [18].

o, and o, stands for standard deviations of pixel intensities
inx and y, respectively. The sigma mainly resembles contrast-
related variables [18].

C stands for coefficient to prevent any division by zero.

¢) Mean squared error for PSNR formula
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1
MSE (x,y) = — -
where:

x stands for generated image.

y stands for high-resolution image or ground truth.

w and & stand for width and height respectively.

i and j stand for iterated width and height respectively.
d) Peak signal-to-noise ratio formula
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where:
x stands for generated image.
y stands for high-resolution image or ground truth.
MSE refers to Eq. (3) since PSNR uses MSE [19].
e) Content loss formula in perceptual loss
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where:

N, n, i, and j stand for dataset n-th.

IR stands for low-resolution image.
stands for high-resolution image or ground truth.

G stands for the generator model.

© stands for tensor. If denoted with model expression, it
refers to produced model tensor.

x and y represent image pixel-th, stands for width and
height respectively.

@ stands for VGG-19 loss.

f) Perceptual Loss formula
loss (I'R, IR = content s + YN—1 —log Dy (Gg(I*}))
(6)

[HR

where:
Contentyoss refers to Eq. (5).
N and 7 stand for dataset n-th.
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IR stands for low-resolution image.

stands for high-resolution image or ground truth.

D stands for the discriminator model.

G stands for the generator model.

© stands for tensor. If denoted with model expression, it
refers to produced model tensor.

IHR

2) Deep learning

Deep learning is a subset of machine learning that employs
artificial neural networks (ANN) architecture as shown in
Fig. 1, built-in to analyze complex patterns and relationship
in data [20]. This advancement in machine learning, mainly
inspired by the human neural process, which employs the
massive numbers of brain neurons and learning things
iteratively.

Input Layer Hidden Layers Output Layer

DO

Fig. 1. Artificial neural network architecture.

As an ANN, this model consists of input, hidden, and
output layers. Every time data goes through a layer,
leveraging its neurons, the layer gives weight for each neuron
or kernel to figure out what should it done. In general, the
input layer employed as the front gate for to be learned data.
The hidden layers consist of one or multiple layers that the
main purpose is to learn the data. Last is the output layer,
which is employed to give output for the model. What
distinguishes ANN architecture from regular machine
learning is all layer behaviors are customizable in-term of
initialization, feedback through activation function, and
regularization [20].

3) Convolutional neural network

In the pre-Convolutional Neural Network (CNN) era,
performing a predictive computer vision task, the common
approach was to perform two distinctives tasks. First, to
perform image feature extraction or selection was necessary
because raw image cannot be directly processed into a
computer. Second, to perform predictive analysis such as
classification and regression analysis. For example, when
employing technology like Artificial Neuro-Fuzzy Inference
System (ANFIS) [21].

This is where CNN takes a role. As a subset of deep
learning model that mainly aims to process image, it
completely unites the two distinctives process into single
pipeline, where the convolutional layer works as feature
extractor, and the rest hidden and output layer work as
predictive layer [22].

Intuitively, the primary distinction of convolutional layer
from linear layer is its tensor matrix shape. Unlike the linear
layer, that primarily contains only neurons for performing
feature extraction, the convolutional layer is a multi-
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dimensional space. This enables the layer to perform feature
extraction in a wider range. This is part where the CNN was
originally targeted for processing image. Essentially, the
image is a matrix of collection of numbers, that forms a
meaningful data that resembles the spatial position, denoted
as height and width, with color information denoted as single
(black-white images) or three (red-green-blue) channels. This
opens higher capabilities on learning more complex use cases,
such as working with image which considered as a multi-
dimensional data. Fig. 2 shows an example of how a
convolutional layer works with kernel size of 3x3, with filters
size of 16, hence the whole image is sized at 6x6. Each kernel
(represented as a box that contains 16 circles in Fig. 2)
contains learning weights, referred as “filters” (represented as
circles within kernel in Fig. 2), which extracting information
by learning specific area of the image to perform image
analysis.

0000

0000

[e]e]e]e] [ele]e]e)

Fig. 2. The intuitive explanation image that describes how convolutional
layer looks like when performing image feature extraction.

4) Generative adversarial network

Generative Adversarial Networks (GANs) are a subset of
deep learning model that is classified as generative Al. The
GANSs consists of a generator and discriminator model. The
generator model is used for performing generative tasks, such
as generating image, style transfer, and super resolution. And
the discriminator model is used for training the generator
model by performing binary image classification, that can
detect any image that is generated by the generator model [9].
The distinction arises from the nature of generative tasks,
which primarily involve in creative creations.

GANs stands out in its adversarial training technique.
When training GANs, both generator and discriminator
models are trained [9]. But the common technique to perform
an adversarial training, is to add the loss of generator model
with the output of discriminator prediction as bias. The
discriminator prediction output is referred to as discriminator
loss as shown in Fig. 3. With AI expected to mimic human
behavior, the generator model must achieve its mastery in
producing output that are manmade. Because in the beginning
of training the generator model, the output did not
immediately intuitively look real in human perspective. This
answer the basic question of why human intuitive still able to
distinctively decide whether any creative creation is Al
generated. Therefore, the goal of the adversarial training
technique is to build a generator model that can fool the
discriminator model, while also training the discriminator
model to determine which outputs are fake/generated or real
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patches, which the condition stated as nash equilibrium, as
two models compete against each other [23].

,--- Computing Discriminator Loss

0 If not fake '
1 If fake '

Discriminator Model

Fig. 3. Adversarial training flow, employing discriminator model to
compute discriminator loss.

B. Related Works

Several related works have proposed various image pre-
processing approaches for enhancing OCR text extraction.
These methods can be categorized into two distinct
approaches. The first approach involves traditional image
editing techniques applied before OCR text extraction [3, 6].
The second approach leverages machine learning, utilizing its
capabilities to perform image understanding through
semantic segmentation [4, 5].

Hengaju ef al. [3] proposed image pre-processing pipeline
to enhance text extraction in scanned image document and
mobile phone camera for Nepali language using image
editing technique. The text extraction process utilizing
Tesseract OCR. The pipeline starts with performing
illumination aspect adjustment to perform brightness
correction and contrast stretching. With mobile captured
image usually suffer from skewness, orientation-aspect
correction by performing skew, perspective, and warps
correction. After that, the resolution aspect was also
optimized, by resizing the image into 300 dpi [5]. The
pipeline continues with image editing process by increasing
the image contrast by performing monochrome conversion,
noise removal, and image sharpening.

Christian et al. [6] proposed image pre-processing and
post-processing to enhance text extraction in Indonesia KTP
(Kartu Tanda Penduduk). The text extraction process
utilizing Tesseract OCR. The pre-processing step consists of
resizing the image with bicubic interpolation to smoothen and
enlarge the image. After that had its background deleted.
Lastly to convert the image coloration to greyscale. The
process then continues with text extraction. The result of
OCR, then being proceed employing look-up table on certain
part of the KTP card, such as provinces, regions, religion,
occupation, citizenship status, and marital status, employing
N-gram and levenshtein distance, to replace any mis-
extracted text based-on the lowest score.

Kumar et al. [5] proposed a pipeline in form of software
that mainly focuses on image pre-processing technique before
text extraction performed utilizing Tesseract OCR. The
pipeline starts with retrieving input from scanner. With the
OCR accuracy drops after a character had size below 20
pixels height, the image is required to be resized to 300 dpi.
The pipeline continues with image editing process by
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increasing the image contrast, perform monochrome
conversion, noise removal, and de-skewing text. Finally, to
perform document layout analysis to detect various basic
elements in an image employing machine learning. However,
the mentioned machine learning technique remains
undisclosed.

Fleischhacker et al. [4] proposed image pre-processing
step of semantic segmentation employing faster Region-
based Convolutional Neural Network (R-CNN) with ResNet-
50 backbone, before performing text extraction in 19%
century historical documents utilizing Tesseract OCR. The
proposed model can perform document layout analysis with
different 8 classes, with a limit of 1000 objects per image.

Lat et al. [24] proposed image pre-processing using super-
resolution technique to improve OCR accuracy by enhancing
a low-resolution image, employing GANs. The proposed
model demonstrates a 21% improvement in OCR accuracy
when applied to image that reduced one-tenth of its original
size, employing the modified Super-Resolution Generative
Adversarial Network (SRGAN) architecture.

With previously several mentioned advancements in OCR
enhancing techniques, we have found this interesting field of
study keeps evolving. The initial stages of advancement
focused on constructing a robust pipeline to enhance images
through management of properties such as color, luminance,
contrast, distortion, and blurs, which are important for text
readability [3, 5, 6]. As machine learning, particularly deep
learning began to revolutionize the field of computer vision,
the research towards OCR enhances through semantic
segmentation and image resampling technique to partition
text extraction area for minimal text extraction
errors [4, 5, 24]. This advancement is game changing due to
artificial neural networks capability to perform image
understanding.

However, the unanswered question in this field remains.
While the previously mentioned works have greatly improved
OCR text extraction through unique experimental approaches,
the image document they work with remain in human
readable level. These documents frequently suffer from
common issues such as distorted or blurry text. Our works,
however, goes in a different direction. We utilize the original
image without any intermediate preparation operations
instead of performing image resizing to achieve a specific
still-readable dpi, as align with Kumar et al. [5] that stated as
the OCR accuracy will dropped after a character had size
below 20 pixels height. This causes substantial information
loss to the image, which aligns with our goal of restoring the
heavily degraded images to achieve levenshtein distance
reduction through character error rates.

In the introductory section, we highlight our utilization of
a deep learning-based approach. Specifically, we employ
GANS architecture to perform image reconstruction through
pixel-to-pixel up-sampling. Further details regarding this
methodology will be presented in the Proposed Method
chapter.

III. PROPOSED METHODS

Our works explore image pre-processing techniques to
enhance OCR text extraction leveraging GANs. In common
OCR applications, the process of text extraction is typically
executed in two-step approaches as shown in Fig. 4. The
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initial step, which is image input process, involving the image
input retrieval within the application as an interface for the
user to upload the file to the back-end system. The second
step, the text extraction process, is to activate the OCR and
perform a text extraction to the wuploaded image.
Subsequently, the application then shows the result of text
extraction to the interface. When it comes into image pre-
processing technique, which referred as image enhancement,
is an additional step between the mentioned steps above is

_--Image Input Process

User selecting image
from device

Upload the image to

application layer

.
i
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'
v

\

applied. The image enhancement super-resolved the image
employing image super-resolution technique. This
intermediary step functions as an intercepting system, where
the image pre-processing is performed within an agnostic
system that retrieves the uploaded file from the image input
process. This procedure ensures that the OCR system
receives an enhanced image prior to the fext extraction
process.

Enhanced Image

,---Image Enhancement

Inputed Image

Fig. 4. Image enhancement process as intercept between image input and the OCR.

The image enhancement process involves a super-
resolution task, employing the deep learning approach.
Specifically, a GANs-based model is utilized. Due to the
implementation of deep learning approach, it is important to
train the model, enabling it to learn super-resolving image.
This phase requires super-resolution dataset, model fine-
tuning, and model testing process. This chapter covered the
model building process through experimentation which
involves selecting data for training the model, fine-tuning,
and testing the model.

A. Dataset Preparation

To train and evaluate the efficiency of the GANs model,
the DocLayNet dataset, containing 80,863 PNG-format
document images was employed [25]. This dataset consists of
images with size of 1025%1025 pixel. The decision to employ
this dataset, based on the data gathering technique described
as by scanning the document. Which is aligned with the main
required criterion to meet the premise of this research.
Additionally, the dataset dominantly containing English
written corpus. The sample of DocLayNet dataset is shown in
Fig. 5.

From the initial dataset, a selection process involved
identifying images that predominantly contained text was
employed, to ensure the model learns relevant features for
more accurate super resolution objective task. This
partitioned the dataset with 1000 images for training, 200 for
validation, and another 200 for testing.

Considering that text within down-sampled images will be
very difficult for human visual perception and qualitative
reading, we introduced an additional data segment beyond the
previous training, validation, and testing sets. The data
selection process for this segment is randomized, facilitating
generability testing for our model. From now, this specific
dataset segment is called qualitative testing dataset.

193

The objective of the award criteria is to evaluate the tenders with a view to choosing the
most economically advantageous tender.

Tenders will be evaluated on the basis of the following:
1. Quality: 60 points

The quality of the tender will be evaluated based on the above qualitative award criteria
for the respective Lot.

2. Price: 40 points

The price considered for evaluation will be the total price of the tender, covering all the
requirements set out in the Tender Specifications, for the respective Lot.

The same will apply for the assessment of tenders under reopening of competition in LOT
1.

3.5 Financial Award Criterion
Tenderers shall complete the Financial Offer Form in Annex 12 “Price Catalogue”.

The combination of prices/costs in the tenderer’s financial offer shall include, account for
and cover all costs that the tenderer may charge to ECHA in return for delivery of services
under this FWC. It is the responsibility of the tenderer to ensure that all costs are
incorporated into the Price Catalogue section.

Tenderers shall submit their prices as follows:
1. Price catalogue for profiles (both LOTS!

)
2. Price catalogue for basic RUN activities (only LOT 2)
3. Price for (only LOT 2)

The total price resulting from the sum of the total price of each price item above (as
applicable per LOT) will be used for financial assessment purpose only.

Please note that all values and descriptions in the Price Catalogue that indicate the quantity
or distribution of services that ECHA currently expects to request are approximate and
tentative. ECHA does not undertake any commitment to place orders that reflect these
values or descriptions

The price offer from the winnin: g tenderer will be annexed to the FWC and forms basis for
the prices to be used in the context of specific contracts.

of abnormally low tenders

Tenderers must be aware of Article 23 of Annex I to the Financial Regulation on
abnormally low tenders. In order to make a consistency check of each tenderer’s
financial offer towards the level of service
to provide a price
. For further details, see Section 4.2 below.

may be
in detail their pricing

37

Fig. 5. Sample DocLayNet dataset.

B. Dataset Pre-Processing

To accommodate a model that objectively learns to do
super resolution tasks, a data pre-processing process to
generate high resolution and low-resolution pair of images
are prepared from the data partition as shown in Fig. 6. This
process starts with performing data standardization, by
random cropping the image with size of 224x224 pixel. The
standardization process required due to the model input
training is required to be standardized in certain size. The
random cropping process introduces the number of
possibilities of obtaining different image samples from a
single image. Which provide data augmentation, by
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oversampling the data. This could be leveraged for achieving
model generalization. While the high-resolution image refers
to the result of the random cropping itself, the low-resolution
image is created by performing down-sampling with 1:4 ratio
scale from the random cropped image. Making a new image
with size of 56x56 pixel. Due to the nature of color channel
value ranged from O to 255, a normalization process that
reduces the standard deviation of the color channel value
range into —1 to 1 was conducted. This accommodates the
required generator model output that utilizes hyperbolic
activation function. Lastly, with our model using channel first
enable in the model, we flip the image array format from
Height-Width-Channel (HWC) into Channel-Height-Width
(CHW).

Dataset Pre-Processing Flow

Do random crop with
size of 224 x 224
pixels

Make HR and LR
Image Pair

T T

Labeled as HR Image

Labeled as LR Image

|

Resize cropped
image with label "LR"
to 1:4 ratio

e

Normalize the color
value within image
into-1to 1

Flip image array
format from height
width channel (HWC)
into channel height
width (CHW)

Fig. 6. Dataset pre-processing flow.

To ensure a comprehensive evaluation of the model
performance, qualitative testing is also included. This testing
phase aims to assess the quality of model from human
perspectives both in text extraction and perceptual
assessments. To achieve this, a separated data segment,
distinct from previously training, validation, and testing sets
was utilized for the qualitative testing phase.

The distinction of pre-processing process for qualitative
testing lies in the generation of the low-resolution image
method. The low-resolution image was generated using a
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down-up-sampling method, which involves downsizing the
image into a certain scale (which in our case, 25%), and force
stretching the down-sampled image back to its original
dimensions as shown in Fig. 7. This pre-processing method
applied to augment document deterioration, where substantial
information loss occurred on this document.

Qualitative Testing Dataset Pre-Processing Flow

Make HR and LR
Image Pair

Downsample the
image into 25% of
original scale

A
Force restretch the
downsampled image
to the original
resolution

A A

Labeled as HR Image

—

Normalize the color
value within image
into-1to 1

Labeled as LR Image

A

Flip image array
format from height
width channel (HWC)
into channel height
width (CHW)

Fig. 7. Qualitative testing dataset pre-processing flow. The key difference
lies in the force re-stretching the down-sampled image to the original
resolution.

C. Model Architecture

With a deep learning approach, the model is expected to
perform super resolution tasks on low-resolution image. This
is achieved through training a model to reconstruct or
regenerate a low-resolution image, making it as close to or
even better than its high-resolution counterpart. The
underlying idea of building the model is to emulate human
behavior by reimagining or redrawing a low-resolution image,
resulting in an improved version that contains more readable
text within the image. This process involves analyzing the
entire low-resolution image to extract relevant information.
Building a deep classification model, capable of determining
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fake patches, is a tough task. In this context, ‘tough’ implies
no essential information can be lost. This led to an image
classification model that required no pooling functions, since
it reduced spatial dimension that often employed to accelerate
image classification [26]. To address this problem, the
building the discriminator model architecture process, only
consists of using convolutional layer that applied with
LeakyReLU activation function (to prevent vanishing
gradient) [14]. The result of feature extraction then being
through to batch normalization layer, to have the tensor
covariance complexity reduced [27]. With tensor covariance
complexity reduced, this can be used to replace pooling

Generator Model

Residual Blocks x16

function to accelerate the learning process [28]. As another
CNN-based model, the architecture ends with flatten layer
and linear output layer to perform binary classification that
giving output “fake” as 1, or “not” as 0 [9]. To tackle this
challenge, our works employ GANs-based model. The GANs
consists of a generator and discriminator model. The
generator model is responsible for extracting features from
the low-resolution image and performing super resolution
tasks by generating the higher resolution image with 4% scale.
While the discriminator trains the generator model, by
assessing the realism of the generated images [9].
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Fig. 8. The generator model (top) is designed to perform super-resolution tasks. It consists of an input block, 16 residual blocks, 2 up-sampling layers, and a
convolutional output layer. The residual network architecture was applied to prevent the vanishing gradient problem that commonly occurred in artificial
neural networks architecture, while enabling in-depth analysis of low-resolution image, and generate the higher resolution output when passed through the
up-sampling and output layers. The discriminator model (bottom) is designed to distinguish between real and generated images. It consists of an input block,
convolutional blocks, and classifier block (flatten and output). The convolutional blocks are the core for performing image analysis, primarily constructed
using LeakyReL U activation and batch normalizations layers to standardize produced tensors. The output layer is set to binary (0 and 1), while 0 indicating a

“fake” image and 1 indicating a “real” image.

The first model to be considered is the generator model.
The general purpose of this model is to fix a low-resolution
image. However, due to the nature of document image, partial
part of its image, such as whitespaces, are not worth
enhancing through super resolution. Therefore, a very deep
Convolutional Neural Network (CCN)-based generator is
required due to its capabilities of performing better
information extraction [29]. The model is built with each
feature extractor convolutional layers applied with Rectified
Linear Unit (ReLU) activation function, leveraging its lower
bound point of 0 value as per activated. However, employing
ReLU would lead to a vanishing gradient problem, which is
caused by the kernel weight having value of 0 following its
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value lower bound [30]. To tackle this problem, a residual
block architecture was proposed for the generator model [31].
Lastly, with there are no activation function that have a
specific limit of 0 to 255, which represent color channels to
perform image redrawing, the output layer of generator model
utilizing a convolutional layer with hyperbolic (Tanh)
activation function, leveraging its range limit of —1 to 1 [32].

The second model to be considered is the discriminator
model. The general purpose of this model is to determine
whether the images generated by generator model are fake
patches during adversarial training [9]. Because the success
of building a generative model lies in its capabilities to
produce a realistic output, in adversarial training, this can be
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achieved by fooling the discriminator model by generating a
convincing patch. With the required model specification
above, we need to construct a discriminator model in the form
of deep image classification network. The model outputs
serve as an indicator of whether an image is genuine or
fake [9]. To quantify this matter, the output layer of this
model bounded between value of 0 to 1, where the higher
bound corresponds to be classified of “fake”.

We explored Super-Resolution Generative Adversarial
Networks (SRGAN) by Ledig et al. [13]. Which caught our
attention due to its promising architecture and aligned well
with our works. Consequently, we adopted their foundational
model, and modified it to be aligned with our specific needs.

While working with a scanned corpus, getting craves of
text is challenging considering the process of depicturing
images of characters. To tackle this problem, we increase the
capacity of the convolutional layers within the generator
model, by doubling the number of neurons, except for the
output layer. However, we retained the residual network
architecture flow, which has proven effective in self-
capturing features. While adapting the discriminator model,
we faced resource constraints due to the increased neurons
count in our modified generator model. Consequently, we
rebuild the entire discriminator model. The key changes here
are replacing the BatchNorm2d layer into simpler BatchNorm
layers. This significantly reduces GPU memory requirements.
Also with these changes, we also altering the neuron size on
each convolutional layer alongside its kernel sizes, guided by
thorough feature extraction analysis. And finally, we applied
Sigmoid activation function for the discriminator model. To
furthermore save GPU memory usage, we adjusted the input
layer dimensions. Subsequently, we reduce the original input
for generator model, from 96x96 to 56x56 and the
discriminator model, from 384x384 to 224%224. The final
model architecture is as shown in Fig. 8.

The training process of GAN model splits into two phases.
The initialization training, and adversarial training. The
purpose of initialization ftraining is to pre-weight the
generator model on performing super resolution tasks. The
expected outcome of the first training phase is to make the
model learn to fix the image by performing pixel-to-pixel
reconstruction and remapping the image into 4x scale after
up-sampling. In endeavor producing such model, the
initialization training phase uses similar technique as training
regular super resolution convolutional neural network
(SRCNN) [12]. To train the model, this phase uses using
mean squared error (MSE) as loss function, by count the color
aspect difference between the enhanced image and the ground
truth. The image-related task contains uncertain and sparse
gradients. Additionally, super-resolution task which initially
training the model to work with low-resolution patch image,
contains values that may cause the problem of local optima
or local minima such as near-zero values, and can be
troublesome mathematically. To facilitate and ensuring its
generalizability, we conducted 300 training iterations (epoch),
using Adaptive Estimation Moment (Adam) as optimizer
with initial learning rate of 0.02 (1x1072).

The second phase is adversarial training. As the core of
building GANSs, this phase is taken to build model’s
generative nature [13]. The pre-weighted generator model
earlier was taken and proceed to perform adversarial training
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to build model’s generative nature on performing image
recreation after given low-resolution patch. As an adversarial
training goal is to achieve nash equilibrium, where the
discriminator model must not be able to distinguish the
generated image, which is calculated using binary cross
entropy. This judgment is called as adversarial loss. In
addition of the adversarial loss, we also employed the
pretrained Visual Geometry Group 19 (VGG19) model
feature extractions for performing perceptual differences
quantification solely named as content loss by
Ledig et al. [13]. The result of both adversarial loss and
content loss then being summed, producing perceptual
loss [13]. This training phase also employed Adam optimizer
with learning rate of 0.02 (1x1072). The adversarial training
phase was conducted 3000 training epochs by performing
training in batches of 500 epochs each. To prevent both local
optima and minima phenomenon, we applied step decay after
350 epochs in every batch.

D. Model Training Evaluation Metrics

To accommodate the current configuration, which requires
both training and validation set, we modified both training
phases. For the initialization phase, we added validation
phase and retain the usage of Mean Squared Error (MSE) for
its metric. However, in the adversarial training, we introduce
Structural Similarity Index Measurement (SSIM) and Peak
Signal-to-Noise Ratio (PSNR) [16, 17]. These metrics serve
to quantitatively score the model capabilities on performing
super resolution tasks. The SSIM measures the model’s
effectiveness on recovering the main structure of the
document [18]. The PSNR evaluates the model’s ability to
reconstruct the low-resolution image [19]. However, both
SSIM and PSNR are positive correlatives metrics where
lower score evaluation stands sign a low quality. This is
contradictory with back propagation process that is aim for
minimization problem. The possible choice to adapt is Mean
Squared Error (MSE) by performing pixel-to-pixel
comparison, however it struggles when quantifying the
qualitative aspect of the image such as perceptual aspect.
Therefore, we adapt the perceptual loss by Ledig et al. [13,
16] to be accounted as loss metric during adversarial training.
In our works, due to the discriminator model applying
sigmoid activation function in the output layer, we remove
the required multiplication of 0.001 for the discriminator loss.
All metrics are required to perform a side-by-side comparison
of generated image with its high-resolution image
counterparts.

E.  Evaluation Techniques

After training the model to perform super resolution task
and assessing its performance based-on perceptual aspect, we
then evaluated the model based-on how effective the OCR
system could read the enhanced image. The evaluation
techniques involve the trained generator model, employing
the remaining testing set. The general purpose of testing
dataset is to evaluate the aspect of model generalization;
therefore, we evaluate the model employing SSIM, PSNR,
and levenshtein distance. Which splits the testing phase into
two, the image similarity metrics and the levenshtein distance.

As shown in Fig. 9, the image similarity evaluation
employed both SSIM and PSNR to quantify the similarity
between the enhanced image and its high-resolution
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counterpart. The SSIM metric, as its name “structural”,
accounts the structural differences aspect by accounting
image color covariance, which resemble luminance and
contrast of both images [18]. The higher the SSIM score (max
1,0), indicates greater structural similarity. The PSNR is
derived from the MSE, which evaluates the image overall
similarity [19]. Unlike SSIM which focus on structural aspect,
PSNR measures differences in image colors, and represent it
into decibel (dB). The higher the PSNR score indicate the
more similar it is.

The levenshtein distance, also known as edit distance, is a
measurement technique that quantifies editing operations
required to transform one string into another such that it
matches the ground truth. The editing operation includes
insertion, substitution, and deletion as formulated in
Eq. (7) [11]. To elevate the utilization of this metric, we
introduced Character Error Rate (CER) where the value of
levenshtein distance is divided by the amount characters in
the ground truth as formulated in Eq. (8).

,--Image Enhancement-------------ommmmmmmnm oo -

Low-Resolution
) Image

Generator Model ~ Enhanced Image '

Compute SSIM and
PSNR

' Enhanced Image High-Resolution
i Image :

Fig. 9. Image Similarity Metric evaluation phase flow.
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where:

x stands for text output from fixed image.

v stands for text output from ground truth.

lev stands for edit operation required.

i and j stands for current character position of string x and y,
respectively.

2) Character error rate formula

levyy

CER (x,y) = ®)

total character iny

where:
x stands for text output from fixed image.
y stands for text output from ground truth.
lev stands for levenshtein distance.
To accommodate all requirements above, a testing
methodology employing OCR was conducted by building
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process that emulates the proposed methods, which shown in
Fig. 10. This is by deploying the trained generator model and
employing it as an image pre-processing system. All low-
resolution images are going through this mechanism,
essentially generating fixed images, now referred to as
‘enhanced image’. Then the enhanced, low-resolution, and
high-resolution images then are through the OCR for text
extraction process. All of them had their text extracted, then
both extracted enhanced and low-resolution texts have its
CER score calculated employing the extracted high-
resolution texts as ground truth.

.-Levenshtein Distance =" ~- """ oTmToTomm oo oo s R

f ol o
XY 24

'+ Enhanced Image

Low-Resolution

High-Resolution :
Image '

Image

Low-Resolution [
Image Extracted
Text !

High-Resolution
Image Extracted
Text

Enhanced Image
Extracted Text

L 4 i

Compute Compute

\ Levenshtein Levenshtein /
X Distance Distance

Fig. 10. Levenshtein Distance Metric evaluation phase flow.

IV. RESULT AND DISCUSSION

The data pre-processing process generates low and high-
resolution pair from the random cropped 224x224-pixel size
image as shown in Fig. 11. While the high-resolution image
was taken directly from the cropping result, the low-
resolution image was made by performing 1:4 downscale
from the cropping result. The low-resolution image then used
as data for the model, and the high-resolution image as its
label target. This process successfully augmenting the dataset
by providing random factor with chance of 1:640000 as
Eq. (9). With the high training data variance, we achieved
generalization. The decision to perform a data selection, also
evident in beneficial to hinder chance of random cropping
process falls into picture area that contain full of whitespaces
or no text.

Numbers of possible samples that can be generated from
random cropping:

M/crop - 1)
©)

tOtalsample = (Himage - Hcrop - 1) X (Wimage -

where:
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H stands for image height.
W stands for image width.

As for the qualitative testing dataset, the process of
generating both low and high-resolution image pairs by
performing down-up-sampling to the destinated low-
resolution image. This is done by performing image down-
sampling to 25% and then force re-stretching the down-

sampled image into back the original size of 1025x1025 pixel.

The outcome of down-up-sampling image is a degraded
image version that results in the text being blurry and noisy
as shown in Fig. 12. Aligned with our works premise,
substantial document information loss happened after
performing down-up-sampling, particularly in text that uses
light font-family or initially small font sizes. As the selection
of qualitative testing dataset is random, this increased data
diversity was initially only limited to certain constraints of
having dominant text in the previous training, validation, and
testing dataset.

Cropped
High-Resolution Image

Low-Resolution
Image

eason of an equality of votes b
ierwise be deemed to have be
sons remaining to be elected ¢
ses have been elected, none o
have been elected and a furth
ecially Elected Members: and
nas if it were a general electio
amber of vacancies still remair
a by-election, two or m

all be deemed to have been el
sions of this Schedule, at whict
iginal by-election may again st
SCHEDULE TO THE CONS

olBBACE AE cE1

Fig. 11. Random cropping and generate low-resolution and high-resolution
pair.

Ground Truth Low Resolution

Fig. 12. Qualitative testing dataset. The high-resolution (left) and low-
resolution (right).

For fair evaluation, we refrained from any enhancement
techniques other than performing super resolution utilizing
the generator model. This approach allowed us to assess the
model capabilities without introducing additional biases or
artifacts. Our works utilized a pair of low-resolution and
high-resolution images, in which the low-resolution images
were downscaled by 75% due to 1:4 down-sampling process
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during dataset pre-processing. Our GANs model was trained
and has progressed over 500-epoch training batches tracked.

Despite being down sampled 75%, our GANs model
successfully reconstructed the main structure of the document
image. This finding suggests that the model can perform
document layout recovery. The generator model successfully
identifies object within the low-resolution image and perform
super resolution task to the object and mapping it in the exact
expected locations as defined by the ground truth. This can
be observed within SSIM score that indicated near-perfect,
scored at 0.9993 during testing the latest epoch of 3000 as
shown in Fig. 13.

STRUCTURAL SIMILARITY INDEX MEASUREMENT RESULT
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Fig. 13. SSIM evaluation testing over 500-epoch training batches.

However, the generated image still suffers in perceptual
difference. Scoring the latest PSNR by 20.6035 dB at epoch
3000 as shown in Fig. 14. This finding highlights the
significant information loss from being 75% down sampled.
Which occasionally confuses the model when attempting to
reconstruct fine characteristics of certain objects. This matter
is reflected during qualitative testing as shown in Fig. 15.

Although the model recognizes the presence of that lost
object, it lacks precise knowledge about what object
originally was. This is the main challenge in super resolution
task for document images. Language, as a set of accepted
rules that govern communication, plays a crucial role. When
characters lose their textual identity, for example as shown in
Fig. 15, the worst-case scenario involves the model recovers
it as a garbled text instead.
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Fig. 14. PSNR evaluation testing over 500-epoch training batches.
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Fig. 15. Substantial information loss impact to the image resampling.
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We evaluated the performance of text extraction using
Tesseract OCR to the enhanced image. With the initial
average CER of 98% for the text extraction from the raw low-
resolution image, which was made apparent that the image
downscaling by 75% provides significant information loss.
When performing super resolution tasks on low-resolution
image, our approach involves up-sampling and recovering the
object as effectively as possible. Specifically, our model
employs 2 Subpixel layers with scaling factor of 2X,
providing 4x image up-scaling.

For qualitative text extraction testing, we conducted by text
extraction to the whole document. During this phase, we
observed an interesting phenomenon of, despite the inherent
difficulties presented by barely recovered images, in which
perceptually harder to be read by human, Tesseract OCR
performs better as shown in Fig. 16. The result showed that
the part of text “Chapter 18 perlfaq2”, completely unreadable
in low resolution. The output of the text extraction only shows
the remaining garbled sequence of characters are part of the
rest of the page due to information loss after down-up-
sampling performed. This is due to the Tesseract OCR that is
harder in identifying text when the text is blurry and noisy. In
the resampled counterpart, the text is identified, shown by its
text extraction result showing “hopter 42 pEvliaeg”. However,
the generated image seems to successfully restructure the text,
resample the characters layout despite wrong coloration of
predominantly white. Another example was found when
working with colored background. Due to font color choice,
the decreased contrast due to image down-up-sampling, and
the serif font-family choice, the low resolution image failed
to identify the word “leading”, showing “lc.nlin:_:” instead
as shown in Fig. 17. However, the resampled version shows
1 mistake prior to the extracted text showed as “lecading”
instead of “leading”.

Ground Truth

leading to Discover,

leading to Discover,

Low Resolution Generated

lc.nlin:_: to Discover, lecading to Discover,

Fig. 17. Qualitative text extraction testing for colored background page.
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Fig. 18. CER evaluation comparation testing over 500-epoch training
batches.

These results of the image enhancement process showed
peak reduction of 3.20% CER score when compared with the
low-resolution image. The quantitative comparison using
CER measurement makes this evident, especially in epochs
2000 and 3000 as shown in Fig. 18. Interestingly, despite
epoch 2000 achieving the best CER reduction of 3.20%, the
PSNR score was worse than the epoch 3000. Additionally,
epoch 1500 shows a worse CER result of 4.45% increase,
while its PSNR score peaked at 20.7596 dB. This finding
suggests that epochs 1500 and 2000 suffer in local optima
problem which is bad for generalibility. Which is solved after
conducting more iterative learning by training it to epoch
3000. Respectively, in big perspective aspect and in-detail
perceptual aspect. The epoch 3000 however, despite only
reducing the CER by 2.52%, shows better perceptual fixes
both big perspective and in-detail perceptual aspects. This
suggests that the model thoroughly learned and start showing
its efficiency in generalization.

While there are no similar works specifically targeting
OCR enhancement for documents that degraded 75%, we
conducted a comprehensive comparison with Super-
Resolution Generative Adversarial Network
(SRGAN) [13, 24]. In perceptual quality, our model
outperforms SRGAN. When performing quantitative analysis,
SRGAN scored 0.9988 and 19.2862 in SSIM and PSNR
respectively while our works achieved an impressive 0.9993
and 20.6035 for SSIM and PSNR respectively. This result
highlights the accuracy with which our model ability to
restore visual information, even in severely degraded
documents. However, it is essential to recognize SRGAN
strength. Both our works and SRGAN architecture excel in
preserving overall structural integrity, ensuring the main
document features are reconstructed. However, SRGAN lack
of in-detail of individual characters fixing, producing hazy
abstract text as shown in Fig. 19.

Our Works: 16.6049 dB

SRGAN: 16.3209 dB

Ground Truth: inf

Fig. 19. The sample comparison between our works and SRGAN by PSNR
score.

V. CONCLUSION AND FUTURE WORKS

Our works successfully demonstrated the effectiveness of
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using Generative Adversarial Network (GANs) to enhance
OCR text extraction through performing super resolution task
on document image. However, we believe that there is still
room for improvement.

Training an artificial neural network based model like
GANSs, having the training process utilizing backpropagation
which mainly performing minimalization the loss score. The
lower training loss score, indicate the model has figure out its
objective. In our work, perceptual loss still employed as loss
function, which proved to be able to reconstruct the overall
structure of the image, capturing layouts such as shapes,
textures, and patterns. But some text part still showed as
garbled text. Therefore, experimenting through employing
text-based metric as loss score holds promise for advancing
this field.

Our works used the actual original image as the ground
truth of the document to train the GANs model. With GANs
capability to perform style transfer, to further advance this
field, training the GANs model to perform image resampling
using pre-enhanced original image as the ground truth holds
promise for advancing image resampling performance.
Specifically, by making the text bolder, pre-convert the image
to grayscale, and de-skewing the image before employing it
for training.

OCR tasks vary. While our works focus on digital printed-
scanned documents, challenge remains in specific another
domain such as handwritten document. Each domain presents
unique challenges related to text extraction. Thus, developing
domain-specific GANs models or fine-tune existing ones to
handle specific scenarios holds promise for advancing this
field.

As future contribution, our works can play a pivotal role in
the information extraction pipeline. One of the difficulties in
dealing with image-based type documents is the low quality
that can impair its readability and pose a challenge for text
analysis and extraction. Low quality means that the document
may be distorted, blurry, faded, or have other issues that can
affect the text extraction process from recognizing the text.
This oftenly happen due to the document aging, or
deteriorating scaning devices. To improve document
readibility, our works can be employed for image pre-
processing phase before text extraction begin.

To facilitate reproducibility and further exploration, the
source code for our research implementation is publicly
accessible on GitHub. Interested readers can find the
repository at the following link below:
https://github.com/yosua-kristianto/gan-document-
restoration
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