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To overcome this problem, approaches such as data mining 
can be used to effectively predict AD.  
Data mining [4, 5] is the process of determining patterns and 
knowledge and patterns from huge volumes of data. It 
involves the utilization of statistical models and algorithms to 
identify knowledge and patterns. Here are some commonly 
used data mining techniques that can be applied in AD 
disease prediction: 

Data pre-processing: Before applying data mining 
techniques, it is important to pre-process the data [6]. This 
involves cleaning the data, handling missing values, and 
transforming the data into a suitable format for analysis. 
Feature selection: Feature selection [7] is the process of 
identifying the most relevant features or variables that 
contribute significantly to the AD prediction. Techniques 
such as correlation analysis, information gain, and principal 
component analysis can be used to select the most 
informative features. Classification algorithms: Once the 
relevant features are identified, various classification 
algorithms [8] can be applied to build predictive models. 
Some commonly used algorithms include decision trees, 
random forests, Support Vector Machines (SVM) [9], logistic 
regression, and artificial neural networks [10]. These 
algorithms learn from the available data and generate a model 
that can predict the presence or absence of AD based on the 
selected features. 

Cross-validation and model evaluation: It is essential to 
evaluate the performance of the predictive models to ensure 
their reliability. Cross-validation techniques, such as k-fold 
cross-validation, can be used to assess the model’s 
performance on different subsets of the data. Metrics like 
accuracy, sensitivity, specificity, and Area Under the 
Receiver Operating Characteristic Curve (AUC-ROC) can be 
used to evaluate the model’s performance. Ensemble methods: 
Ensemble methods [11] combine multiple predictive models 
to improve prediction accuracy. Techniques such as bagging, 
boosting, and stacking can be employed to create an ensemble 
of models that collectively make predictions.  

Validation with independent datasets: Once the predictive 
model is built, it is important to validate its performance on 
independent datasets. This helps to ensure that the model’s 
predictive ability is not limited to the dataset on which it was 
trained. Interpretation and feature importance: Data mining 
techniques can also provide insights into the most important 
features contributing to the AD prediction. This can help 
researchers and clinicians better understand the underlying 
factors and mechanisms associated with the disease. 

Feature selection is one of the processes of data mining 
which reduces the dimensionality of data for reducing the 
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Abstract—Alzheimer’s Disease (AD)  is one of the prevalent  
diseases which is a neurological condition that impairs brain 
activities like reading, writing, thinking, and remembering. The 
death rate due to AD would be reduced by providing proper 
treatment based on the stage of the disease. This can be 
determined by using data mining techniques. A data mining 
technique, Binary version of the Artificial Bee Colony (BABC) 
algorithm was proposed to choose the best features from 
statistical and volumetric information of Magnetic Resonance 
Images (MRIs) of the brain. However, the accuracy of BABC is 
low due to slow convergence. So, in this article, an Improved 
Artificial Bee Colony (IABC) algorithm is introduced to enhance 
the AD prediction accuracy. It can be achieved by improving the 
exploration and exploitation process of BABC. In the employee 
bee phase of IABC, a novel search equation is used that enhances 
the probabilities for onlookers’ bees to determine the best 
positions and change the number of bad ones by the fresh ones 
in the following phase. Furthermore, Particle Swarm 
Optimization (PSO) is utilized to create a fresh position 
changing an un-updated location in the scout bee phase. IABC 
is enhancing the AD prediction efficiency and interpretability by 
identifying the most relevant predictors, reducing 
dimensionality, and improving model generalization for the AD 
prediction. Furthermore, it also improves the exploration-
exploitation process of feature selection. From the empirical 
findings, it is proved that the proposed IABC with Random 
Forest (IABC-RF) has 10.52%, 8.57%, 7.87%, and 6.8% better 
accuracy, precision, recall and F-measure than BABC with K-
Nearest Neighbor (BABC-KNN) for the AD prediction. 

Keywords—Alzheimer Disease (AD), Artificial Bee Colony 
(ABC) algorithm, feature selection, Improved Artificial Bee 
Colony (IABC) algorithm 

I. INTRODUCTION

There are many people throughout the world who are 
affected by Alzheimer Disease (AD) [1] which is an incurable 
type of memory loss. It is described as a gradual 
neuropsychological disorder with a profound impact on 
mindset and behavior functions, which significantly lowers 
the life expectancy for the AD patients and causes significant 
mood swings. Early diagnosis may facilitate access to the 
services and support resources, as well as medication for 
symptoms. They will be able to participate in choices about 
their welfare, residential circumstances, finances, and legal 
issues as a result. When given a prompt diagnosis, patients 
are frequently able to take part in this preparation and choose 
who will make financial and medical choices on their behalf 
as the condition progresses [2, 3]. 

Nowadays, AD identification is still not reliable till the 
patient reaches the noticeable phase of AD. One of the 
reasons for this is having a massive amount of high-
dimensional data which results in the complexity of 
analysis. 
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complexity and overfitting of the classification model. Binary 
version of the Artificial Bee Colony (BABC) algorithm was 
used as a feature selector to classify brain volumetric data 
[12]. In BABC, the source of food was considered as a 
possible fine-tune feature subset for the AD prediction and 
the source of food was generated as 0’s and 1’s. Then, the 
processes were continued to select the most important 
features in the AD Neuroimaging Initiative (ADNI) database. 
The selected features were processed in three different 
classifiers for the prediction of AD. However, the accuracy of 
BABC is low due to premature convergence and slow 
convergence.  

So, in this article, the Improved Artificial Bee Colony 
(IABC) algorithm is proposed to enhance the AD prediction 
accuracy. At first, quantitative and analytical information of 
brain Magnetic Resonance Imaging (MRI) images are 
gathered from volBrain. After that, the images are given as 
input to IABC where a novel search equation is used in the 
employee bee phase to enhance the probabilities for onlooker 
bees to determine the best position. Moreover, several bad 
ones are replaced by good ones in the onlooker bee phase. In 
the scout bee phase, Particle Swarm Optimization (PSO) is 
used to create a novel position changing an un-updated 
position. The selected features by IABC are processed in 
Random Forest (RF), K-Nearest Neighbor (KNN), and 
Support Vector Machine (SVM) for the prediction of AD 
effectively.  

This paper’s related works are presented in the next section. 
The suggested method is presented in Section III. The results, 
discussion, and performance of the suggested system are 
shown in Section IV. Ultimately, we conclude the study with 
some thoughts in Section V. 

II. LITERATURE SURVEY 

A search method [13] was introduced for the AD prediction 
by finding complex biomarkers. This method uses association 
rule mining techniques to find out combinatorial biomarkers 
which include psychiatric test information and clinical 
laboratory information. Many new relations were identified 
by using the search method. However, this method is still not 
reliable in predicting AD.  

Feature selection [14] method and classifier were 
employed for early diagnosis of AD. Eight feature selection 
algorithms [15, 16] were used in the pre-processing stage for 
developing classifiers. In addition to this, the selected 
features were evaluated regarding previous clinical findings 
for analyzing the efficiency of feature selection methods to 
choose biologically consistent features. Through the 
utilization of the feature selection method, the classifier 
achieves an accuracy of over 90% while also reducing the 
dimensionality of the data in AD. A large number of 
individuals would be included to validate the findings.  

A feature selection method [17] was proposed for the 
prediction of AD. Here, feature selection was carried out 
independently for each modality and coupled group-sparsity 
regulazier with a joint choice of common characteristics 
among various modalities. This method compensates for the 
deficiencies in the conventional subject-based multi-modal 
feature selection method and thoroughly takes into account 
the connection between feature nodes and the local geometric 
structure of the feature space. However, certain additional 

modalities that were not focused on in this study could 
include significant data that might substantially boost 
generalization ability. 

A multi-view feature selection method [18] was proposed 
for the early diagnosis of AD. Initially, the features were 
clustered, and then unnecessary features were eliminated 
using lasso learning. Lasso learning is a machine learning 
technique that performs both feature selection and 
regularization by adding a penalty to the absolute value of the 
coefficients, encouraging sparse solutions where irrelevant 
features are set to zero. The selected features were used in the 
classification model for the diagnosis of AD. This algorithm 
not only eliminates data outliers’ interference but also 
diminishes the need for storage space. This algorithm will be 
improved by using local structure learning.  

A combined method [19] was proposed for the volumetric 
feature-based AD diagnosis. In the combined method, a two-
stage ensemble Hough deep learning method was utilized for 
the automatic localization of the right and left hippocampi. 
Then, 2D slices were extracted from 3D patches that were 
trained in deep learning diagnosis of AD. It operates entirely 
on autopilot and achieves a greater level of accuracy 
compared to alternative approaches. However, the 
computational complexity of this method is high.  

A novel multi-class framework [20] was introduced for the 
prediction of AD using fusion based on multimodal 
neuroimaging and embedding feature selection methods. The 
optimization process used in the framework was convergence 
to a global optimum. However, the space complexity of this 
framework is high when the number of subjects is large. An 
AD early diagnostic method [21] based on different learning 
methods for the prediction of AD. This method has the 
potential to significantly improve the accuracy of AD 
classification. The precision would be increased marginally 
by using a Principal Component Analysis (PCA)-based 
feature range.  

Cognitive-based 3-tiered machine learning [22] was 
developed for predicting Mild Cognitive Impairment (CGI) 
and AD. Even though this method has better accuracy; the 
final AD prediction of the total subjects was affected because 
of the limited number of subjects studied.  

An efficient feature selection [23] method was proposed 
for the detection of the AD patients. This method combined 
the greedy searching heuristic and the Fisher score ranking 
method for the prediction of AD. The features that are chosen 
by the efficient feature selection method were processed in 
SVM and KNN to detect the AD patients. This method 
provides better sensitivity and specificity than other methods. 
However, this method finds a better minimal set of features 
but not the best set.  

A kernel-based approach [24] was suggested for 
conducting Functional Connectivity Analysis and Channel 
Selection based on Electroencephalogram (EEG) data in the 
context of AD. Nevertheless, while this approach maintains 
consistency, there is room for additional evaluation of its 
resilience against volume conduction effects in EEG. A 
method [25] for AD classification was introduced that 
utilized feature fusion, resulting in the highest accuracy; 
nonetheless, this method exhibits a high level of 
computational complexity. 
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III. PROPOSED METHODOLOGY 

In this section, the Particle Swarm Optimization (PSO) 
method used in the proposed method is described and the 
proposed IABC method is described in detail to select the 
most important features for better identification of 
Alzheimer’s disease. Initially, the statistical and volumetric 
data of brain Magnetic Resonance Images (MRI) are 
collected from volBrain. Then, the collected images are given 
as input to the proposed BMABC method which selects the 
most appropriate features to identify AD. The selected 
features are processed in KNN, RF, and SVM to determine 
the AD effectively. Fig. 1 shows the block diagram of IABC-
based AD prediction process.  

 

 
Fig. 1. Block diagram of IABC-based AD prediction process. 

 

A. Feature Selection and Particle Swarm Optimization 

The process of choosing a subset of essential features from 
a broader collection of attributes to employ in the design of a 
model is known as feature selection. The main intention of 
the feature selection process is to enhance the accuracy and 
interpretability of the classification model, as well as to 
reduce the complexity and overfitting of the model. One of 
the best optimization methods is Particle Swarm 
Optimization (PSO) which draws inspiration from the 
individual interaction and continuous activities and 
interaction of fish, birds, and insects. This algorithm starts 
with initializing the population by a user. Each swarm in the 
population randomly chooses the features from the dataset. 
The key concept of PSO is dealing with changes in velocity. 
For ith particle in the 𝑑-dimension, it could update its velocity 
and position by using the following Eqs. (1) and (2).  

 𝒱௜ௗ ൌ 𝑤௜ௗ 𝒱௜ௗ ൅ 𝑏ଵ𝑠ଵሺ𝑝௜ௗ െ 𝒳௜ௗሻ ൅ 𝑏ଶ𝑠ଶሺ𝑝௜ௗ െ 𝒳௜ௗሻ 

 𝒳௜ௗ ൌ 𝒳௜ௗ ൅ 𝒱௜ௗ 

In Eq. (1),  𝒱௜ௗ is the velocity of the ith particle, 𝑤௜ௗis the 
inertia weight, 𝑏ଵ , and 𝑏ଶ  are the cognitive learning 
parameter and 𝑠ଵ  and 𝑠ଶ  are the social collaboration 
parameter respectively, 𝒳௜ௗ  means the position of the 𝑖 th 
particle, 𝑝௜ ൌ ሺ𝑝௜ଵ, 𝑝௜ଶ, … , 𝑝௜ௗሻ defines the best previous 
position (i.e., the position with the highest fitness value). By 
using Eqs. (1) and (2) an optimized solution is obtained for 
the given problem.  

B. Data Collection 

An online system called volBrain is used to collect the 
brain’s volumetric data through MRI images. This system 
accepts the original MRI images in Neuroimaging 
Informatics Technology Initiative (NIFTY) format and pre-
processes those images and produces an article in Portable 
Document Format (PDF) and Comma Separated Values 
(CSV) formats highlighting the volumetric outcome by 
creating an autonomous segmentation of the brain from the 
data. The dataset used in this proposed work is generated by 
integrating the articles generated. The volBrain system’s 
output includes the proportion of each brain component, the 
proportion of components according to the total brain area, 
and the asymmetry of the groups depending on the right and 
left sides. 

C. Feature Selection Using Improved Artificial Bee 
Colony Algorithm 

The data from volBrain is given as input to the IABC 
algorithm where the feature selection process is carried out to 
fasten the classifier model and enhance the performance of 
determination of AD. The feature selection process also cut 
off the unnecessary, noisy, irrelevant, and inessential features 
in the given data. The IABC algorithm is inspired by 
honeybee swarm behavior which consists of three types of 
population bees employed bees, onlooker bees, and scout 
bees all working together to choose the best features for the 
classification of AD.  

Initially, the population is created based on Search Space 
Division (SSD). For the employed bee phase, the search 
equation of BABC is enhanced by steadily utilizing the 
details of best features to hasten the search. For the onlooker 
bee phase, twenty-five percent of employed bees are chosen 
with the same likelihood for extra search moves. After that, 
five percent of bad positions are interchanged with the new 
ones built through utilizing the details of the present best 
features and the count of the best features as the scaling factor 
for presenting long-distance moves in the situation that more 
number of the best features are found out for multimodal 
functions.  

For the scout bee phase, PSO is applied to build the new 
position by passing an un-updated position to a new position 
based on the distance to a better solution which is the best 
subset of features for the prediction of AD. The overall 
process of IABC for feature selection is described as follows: 

1) Initialization phase  

Here, a search space division is used to provide high-
quality initial solutions, i.e., selecting a subset of features and 
creating the ℎth food source 𝑡௛. 

 𝑡௛,௚ ൌ 𝐿௚ ൅
൫∅೓,೒ାଶ௛ିଵ൯൫௎೒ି௅೒൯

ଶெ
 

In Eq. (3), ℎ ൌ 1,2, … , 𝑀 and 𝑔 ൌ 1,2, … , 𝐷, where 𝑀 is 
the number of bees, 𝐿௚  and 𝑈௚  are the lower and upper 
bounds for the dimension 𝑔, ∅௛,௚ is a random number in the 
range of (0,1) and 𝐷 denotes the number of features.  

2) Employed bee phase 

A new food source 𝑣௛  is obtained by using the best 
position 𝑡௕௘௦௧ which is described as follows: 

Classifiers 

volBrain Collect statistical 
and volumetric data  

Feature selection 
using IABC  

KNN 

SVM 

RF 

AD 
Prediction 
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 𝑣௛,௚ ൌ ቊ
𝑡௕௘௦௧,௚ ൅ ∅௛,௚൫𝑡௛,௚ െ 𝑣௞,௚൯;    𝑔 ൌ 𝑔∗

𝑡௛,௚;                                            𝑔 ് 𝑔∗  

In Eq. (4), 𝑘 is randomly selected from 1 to 𝑀 such that 
𝑘 ് ℎ , 𝑔∗  is randomly selected from 1 to 𝐷  and ∅௛,௚  is a 

random number in [1,1]. When 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑣௛ሻ ൏
𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑡௛ሻ, 𝑡௛ is replaced with 𝑣௛. On the other hand, 𝑡௛ is 
returned. Here a fitness value is the classification accuracy. 

3) Onlooker bee phase 

The decisions in onlooker bees are made based on 
probability values which are assigned as 𝑝ሺℎሻ ൌ 0.25 , 
whenሺ𝑏ଵ, 𝑏ଶ, 𝑠ଵ, 𝑠ଶሻ ൏ 𝑝ሺℎሻ, a new position 𝑣௛ is created by 
using Eq. (4). When 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑣௛ሻ ൏ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑡௛ሻ , 𝑡௛  is 
replaced with 𝑣௛ . On the other hand, 𝑡௛ is returned. The 
following equation is used to replace the worst population 
with the new ones. 

 𝑡௫೗
ൌ 𝑏ൣℎ௕௘௦௧ ൅ ∅௟൫𝑡௫೗

െ 𝑡௤భ൯ ൅ 𝛿௟൫𝑡௕௘௦௧ െ 𝑡௤మ൯൧ 

In Eq. (5), 𝑥௟, 𝑙 ൌ 1,2, … , ሾ0.05𝑀ሿ are the indexes of 5% 
worst positions, 𝑞ଵ  and 𝑞ଶ  are indexes that are randomly 
selected from 1 to M in the case of 𝑞ଵ ് 𝑞ଶ ് 𝑥௟ for all 𝑙, ∅௟ 
and 𝛿௟ are the random numbers in the range of [1,1], and 𝑏 
represents the count of the best positions obtained from the 
previous generation.  

4) Scout bee phase 

 
Algorithm 1. IABC based feature selection 
Input: Data from volBrain  
Output: Selected features  
1. Create a high-quality initial solution (i.e., a subset of 

features) using 𝑡௛,௚ 
2. Obtain a new food source 𝑣௛ by using the best 

position 𝑡௕௘௦௧ 
3. Calculate 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑡௛ሻ and 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑣௛ሻ 
4. if 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑣௛ሻ ൏ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑡௛ሻ 
5. do  
6. Replace 𝑡௛ with 𝑣௛ 
7. Replace worst population with new ones using 𝑡௫೗

 
8. end if  
9. else  
10. Keep 𝑡௛ as best solution  
11. Use PSO strategy to generate a new position for an 

un-updated position 𝑡௛ 
12. Return the best solution (i.e., a subset of features)  

 
In the scout bee phase, a PSO strategy is used to generate 

a new position for an un-updated position 𝑡௛ which is given 
as follows: 

 𝑣௛ ൌ 𝑤௛𝑣௛ ൅ 𝑏ଵ𝑠ଵ൫𝑝௤ െ 𝑥௛൯ ൅ 𝑏ଶ𝑠ଶ൫𝑝௤ െ 𝑥௛൯ 

 𝑡௛ ൌ 𝑡௛ ൅ 𝑣௛ 

In the Eqs. (6) and (7), 𝑞  is the first index such that 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠൫𝑡௤൯ ൏ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠ሺ𝑡௛ሻ.  

From the above process of IABC (Algorithm 1), the best 
subset of features is selected and those features are given as 
input to different classifiers such as KNN, RF, and SVM to 
predict AD. 

IV. RESULTS AND DISCUSSION 

In this part, the experimental results of existing BABC and 
proposed IABC with different classifiers for the AD 
prediction are illustrated. For the experimental purpose, MRI 
images from the ADNI database [12] are used. This database 
consists of two classes Alzheimer Disease (AD) and Healthy 
Controls (HC). For the experimental purpose, a total of 175 
patients with AD and 144 healthy persons are considered. The 
information consists of 167 women and 152 men in the age 
range of 55–91 years. BABC and IABC with different 
classifiers are executed in MATLAB 2018a and run on a 
Microsoft Windows 7 with an Intel processor running at 2.70 
GHz and 4GB memory. The performance of BABC and 
IABC with different classifiers is tested in terms of accuracy, 
precision, recall, and F-measure. 

A. Accuracy 

The percentage of occurrences that are successfully 
categorized using the chosen features is known as accuracy. 
It is determined by dividing the total count of AD-affected 
individuals who were accurately predicted (true positive) by 
the total count of healthy individuals who were accurately 
predicted (true negative). It is determined as, 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
்௥௨௘ ௉௢௦௜௧௜௩௘ ሺ்௉ሻାி௔௟௦௘ ே௘௚௔௧௜௩௘ ሺிேሻ

்௉ା்௥௨௘ ே௘௚௔௧௜௩௘ ሺ்ேሻାி௔௟௦௘ ௉௢௦௜௧௜௩௘ሺி௉ሻାிே


where, if the class label is positive and the AD prediction 
outcome is positive then it is TP. If the class label is negative 
and the AD prediction outcome is negative then it is TN. If 
the class label is negative and the AD prediction outcome is 
positive then it is FP. If the class label is positive and the AD 
prediction outcome is negative then it is FN. 

Table 1 shows the comparison of BABC and IABC with 
different classifiers for the AD prediction in terms of 
accuracy. Fig. 2 shows the testing performance between 
BABC and IBAC with different classifiers for the AD 
prediction in terms of accuracy. At the 20th iteration, the 
accuracy of IABC-RF is 10.52%, 10.12%, 5.66%, and 2.7% 
greater than BABC-KNN, BABC-SVM, IABC-KNN, and 
IABC-SVM respectively. From this result, it is proved that 
the proposed IABC-RF has higher accuracy than other 
methods for the AD prediction.  

 
Table 1. Comparison of accuracy 

Iteration 
BABC-
KNN 

BABC-SVM BABC-RF IABC-KNN IABC-SVM 
IABC-

RF 
20 82.7 83 86.5 87.3 89 91.4 
40 83 84 86.52 88.6 89.4 91.43 
60 83.2 84 86.54 88.9 89.6 91.44 
80 83.5 84 86.57 89.2 89.8 91.45 

100 83.6 84 86.59 89.4 89.9 91.46 
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Fig. 2. Comparison of BABC and IBAC with different classifiers in terms 

of accuracy. 

B. Precision 

Precision is the measure to find the capacity of an AD 
classification model to recognize only the relevant instances 
in the dataset. It is calculated as, 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
்௉

்௉ାி௉
 

Table 2 shows the comparison of BABC and IABC with 
different classifiers for the AD prediction in terms of 
precision. The precision for BABC and IABC with different 
classifiers under different numbers of iterations is shown in 
Fig. 3.  

 
Table 2. Comparison of precision 

Iteration BABC-KNN BABC-SVM BABC-RF IABC-KNN IABC-SVM IABC-RF 
20 85.4 86.1 89.2 90.1 92 94.2 
40 86 87 89.56 91.3 92.5 94.23 
60 86.5 87.02 89.59 91.5 92.7 94.26 
80 86.9 87.1 89.63 91.6 92.8 94.34 
100 87 87.2 89.71 91.8 92.9 94.46 

 

 
Fig. 3. Comparison of BABC and IBAC with different classifiers in terms 

of precision. 
 

This analysis indicates that the proposed IABC-RF method 
achieves higher precision than other methods for the AD 
prediction. For instance, the precision of IABC-RF is 8.57%, 
8.32%, 5.29%, 2.9%, and 1.68% greater than BABC-KNN, 
BABC-SVM, IABC-KNN, and IABC-SVM. Respectively, at 

100th iteration. 

C. Recall  

Recall can measure the AD classification methods’ 
capacity to identify all the data instances of interest in a 
dataset. It is calculated as,  

 𝑅𝑒𝑐𝑎𝑙𝑙 ൌ
்௉

்௉ାிே
 

Table 3 shows the comparison of BABC and IABC with 
different classifiers for the AD prediction in terms of recall. 
The recall for BABC and IABC with different classifiers 
under different numbers of iterations is shown in Fig. 4. This 
analysis indicates that the proposed IABC-RF method 
achieves higher recall than other methods for the AD 
prediction. For instance, the precision of IABC-RF is 7.87%, 
7.49%, 5.17%, 3.11%, and 2.1% greater than BABC-KNN, 
BABC-SVM, IABC-KNN, and IABC-SVM respectively at 
100th iteration.  
 

Table 3. Comparison of recall 
Iteration BABC-KNN BABC-SVM BABC-RF IABC-KNN IABC-SVM IABC-RF 

20 84.3 85.6 88.4 89.1 91 92.9 
40 85.1 86 88.01 90.3 91.1 93 
60 85.5 86.25 88.13 90.4 91.3 93.1 
80 85.6 86.34 88.41 90.41 91.4 93.2 
100 86.7 87 88.92 90.7 91.6 93.52 

 

 
Fig. 4. Comparison of BABC and IBAC with different classifiers in terms 

of recall. 

D. F-Measure  

F-measure value is the harmonic mean of precision and 
recall taking both metrics into account. It is calculated as,  

 𝐹 െ 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 ൌ 2 ∙ ቀ
௉௥௘௖௜௦௜௢௡∙ோ௘௖௔௟௟

௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟
ቁ 

Table 4 shows the comparison of BABC and IABC with 
different classifiers for the AD prediction in terms of F-
measure. F-measure for BABC and IABC with different 
classifiers under different numbers of iterations is shown in 
Fig. 5. This analysis indicates that the proposed IABC-RF 
method achieves a higher F-measure than other methods for 

78

80

82

84

86

88

90

92

94

20 40 60 80 100

A
cc

u
ra

cy
 (

%
)

Iterations

BABC-KNN

BABC-SVM

BABC-RF

IABC-KNN

IABC-SVM

IABC-RF

80

82

84

86

88

90

92

94

96

20 40 60 80 100

P
re

ci
si

on

Iterations

BABC-KNN

BABC-SVM

BABC-RF

IABC-KNN

IABC-SVM

IABC-RF

78
80
82
84
86
88
90
92
94

20 40 60 80 100

R
ec

al
l

Iterations

BABC-KNN

BABC-SVM

BABC-RF

IABC-KNN

IABC-SVM

IABC-RF

International Journal of Computer Theory and Engineering, Vol. 16, No. 3, 2024

91



  

the AD prediction. For instance, the F-measure of IABC-RF 
is 6.8%, 5.61%, 4.43%, 3%, and 2.12% greater than BABC-

KNN, BABC-SVM, IABC-KNN and IABC-SVM, 
respectively, at 100th iteration. 

 
Table 4. Comparison of f-measure 

Iteration BABC-KNN BABC-SVM BABC-RF IABC-KNN IABC-SVM IABC-RF 
20 84.9 86 89.2 90.3 91.6 92.95 
40 86.2 87.3 89 90.64 91.8 93.4 
60 87.1 88 89.16 90.95 91.94 93.68 
80 87.9 88.6 89.63 91.2 92 93.99 
100 88.2 89.2 90.2 91.45 92.24 94.2 

 

 
Fig. 5. Comparison of BABC and IBAC with different classifiers in terms 

of F-measure. 
 

V. CONCLUSION  

This article presents a comprehensive approach utilizing 
the Improved Artificial Bee Colony (IABC) algorithm for 
feature selection, enhancing AD identification accuracy. 
Leveraging brain MRI data collected from VolBrain, the 
proposed method efficiently selects pertinent features for AD 
recognition, integrating with classifiers like KNN, RF, and 
SVM. The IABC algorithm, inspired by honeybee swarm 
behavior, optimizes feature selection by dynamically 
adapting to the search space. Experimental results, conducted 
on ADNI database MRI images, demonstrate superior 
performance of IABC compared to the existing BABC 
method across various classifiers in terms of accuracy, 
precision, recall, and F-measure. Particularly, IABC-RF 
exhibits notable improvement, outperforming other methods, 
showcasing its potential in enhancing the AD prediction 
accuracy.  

For future work, further exploration could focus on 
refining the IABC algorithm parameters to optimize 
performance and scalability. Additionally, investigating the 
method’s applicability to diverse datasets and its 
generalization across different neurodegenerative diseases 
could provide valuable insights into its broader utility in 
clinical settings. Moreover, integrating advanced imaging 
techniques and exploring multi-modal data fusion approaches 
could enhance the model’s robustness and predictive 
capabilities, potentially leading to more effective early the 
AD diagnosis and personalized treatment strategies. 
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