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Abstract—In the world of microservices, to deliver a particular task, there may exist several microservices. Though they are functionally similar, their Quality of Service (QoS), which refers to their non-functional attributes would be different. Quality of Service helps to select services having adequate QoS as per the demands of service consumers so that the composition of microservices can happen within the given QoS constraints. Global QoS based selection which selects microservices at composite service level is associated with inherent exponential time complexity. In this work, a method has been proposed for microservices selection based on local QoS constraints. The given QoS constraints are divided into local constraints corresponding to the number of tasks involved in the process. Then for each task, the services which satisfy the local constraints of the task, are identified as candidate services. Afterwards the service having the highest utility is returned as the best service for that task.

The proposed method has been evaluated with a case study and the results are discussed. The case taken for the study is microservices based travel_plan process, consisting of three sequential tasks namely, flight ticket booking, hotel booking and cab booking tasks. The proposed method has found to yield two feasible solutions which guarantee the given global constraints of QoS attributes. Also, in case candidate service is not found for a task, then the method of assigning local constraints is relaxed as follows. For a task, whenever maximum value of a QoS attribute is less than that computed by the proposed method of equal distribution, then the maximum value of the attribute itself will be assigned as local constraint and the remaining QoS attribute is used in the allocation of local constraint of that attribute to other tasks involved in a process.

Keywords—Quality of Service (QoS) attributes, QoS-aware microservices composition, local constraints based microservices selection

I. INTRODUCTION

In MicroServices Architecture (MSA), each microservice is designed with limited functionality and thus realization of any business process requires the composition of many such microservices which are required to implement the process at hand. In the services based architectures, service consumers tend to avail the business processes according to their Quality of Service (QoS) demands and preferences. The demands of QoS vary considerably among consumers. Consider a user looking for a travel_plan service to plan for a travel trip to Singapore with his family. In this case, the user does not have any urgent requirement like the former one and here, the user considers both availability as well as cost into account. In addition, may demand for a service having low cost. Hence in practice, service providers implement microservices, though of same function, but of different QoS, corresponding to varying QoS needs of consumers. Thus, during composition, QoS becomes the discriminator factor while selecting appropriate microservices for composition. Basically, the microservices composition is a well systematic process, carried out in 4 different stages namely planning, discovery, selection and invocation [1] as shown in Fig. 1.

In planning, the required business process is captured and represented as workflow which consists of several abstract tasks that are to be executed according to a specific pattern so that the desired process is realized. In discovery, microservices that are functionally capable to implement the tasks are discovered from the pool of microservices. Typically, this results in numerous functionally similar microservices and this due to the fact that service providers intentionally publish functionally similar microservices but having different QoS to meet the disparate QoS needs of consumers. Also, the functionally similar microservices that corresponds to a particular task is termed as service class. In selection, the most appropriate service combination that corresponds to the workflow of process at hand has to be found out based on the QoS demands and preferences of consumers. In invocation, the selected services would be invoked according to the execution pattern so that the process is implemented with respect to the QoS needs of consumers.

The scope of the current work is bounded by QoS based selection. Selection of services according to QoS can be performed using two methods, global and local. In global method, the problem selecting appropriate service combination for a given workflow is performed by enumerating all possible service combinations that correspond to various tasks of the workflow. Here the number
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of possible combinations involved in the construction of composite service increases exponentially with respect to number of services.

Consider “m” number of tasks involved in a workflow. Also, consider that there are “n” number of functionally similar microservices are available for each task. To illustrate the exponential evolution of number of combinations keeping \( n = 10 \) and the value of \( m \) is varied from 1 to 10. The number of service combinations has been computed using the formula \( m^n \). The exponential increase in the number of combinations with respect to number of services is also shown in Fig. 2.

Due to time complexity of global selection methods, local selection methods are preferred. In local selection, the selection is done based on individual tasks rather than the end-to-end workflow level. Based on the idea of divide and conquer technique, here the QoS demands for entire business process given by the service consumer is divided into task level constraints called local constraints and selection will be performed at task level. Then the services selected for individual tasks are combined to produce the appropriate service combination for the entire workflow.

In this work a method has been proposed for QoS based microservices selection based on local constraints. Local constraints are mathematically derived from the standard aggregation expression of the QoS attributes and assigned to tasks. Then for each task the services which satisfy its local constraints are identified as candidate services. Utility function is defined to select most appropriate candidate service for each task. Here, utility function is formulated as the average of normalized QoS values of different attributes. The priority of consumers over different QoS attributes are taken into account with a simple additive weighting technique.

The rest of the paper is organized as follows. Section II highlights the research work that handle QoS related issues. Section III describes the proposed method for local selection. Section IV describes the evaluation of the proposed method with a case study. Section V describes the results and limitations of the proposed method. Section VI presents the method of relaxing local constraints and Section VII concludes the work.

II. RELATED WORK

Microservices are typically deployed in cloud computing environment and their QoS tend to change dynamically. There are some research works which have focused on how to meet the required QoS of microservices by using effective resources allocation or suitable placement of microservices or load aware scheduling aspects, etc. Zhang et al. [2] developed a set of scalable and validated machine learning models to find out the performance dependencies among the microservices and allocate appropriate resources so that the required QoS is met. A runtime system called Nautilus is proposed to ensure the QoS of microservices while connecting multiple services in edge devices [3]. The core components of this system include a communication-aware microservice mapper which divides the microservice graph into partitions according to communication overhead, a contention-aware resource manager which detects the contention as well as determines the optimal resource allocation and load-aware scheduler which monitors the QoS of the entire service and migrates services according to QoS needs. Stevant et al. [4] proposed a method to place the participating microservices of an application on various user-defined devices effectively so that the response time and thus user’s satisfaction can be maximized. A scalable QoS-aware scheduling policy for batch placement of microservices in fog environment is proposed with an objective to satisfy the QoS needs while minimizing the fog resources [5]. In contrast to machine learning techniques which not only require huge amount of training data but also slow in adapting to dynamically changing microservices operating environment, the authors developed a light weight resource manager that performs efficient resource allocation through opportunistic resource reduction, at the same time ensuring QoS demands [6].

Some other research works have used machine learning algorithms to handle the QoS requirements of microservices. Machine learning technique is used to discover and select services according to the required context and QoS [7]. A self-adaptive framework is proposed to handle QoS requirements and managing the unexpected changes in the QoS, using reinforcement algorithm [8]. Chang et al. [9], proposed Bayesian algorithm based model to classify the microservices using the data related to system calls. Ding et al. [10] proposed a microservices selection strategy based on sub-deadline of task where sub-deadline is computed based on processing speed of service instances, transferring speed of network and degree of task concurrency.

Some research works focus on monitoring aspect of QoS of microservices. For example, Stefanic et al. [11] proposed a novel approach which monitors the different QoS attributes of components and microservices deployed in cloud environment. In this work, the authors proposed Qualitative Metadata Markers method in which, a software component is developed right from scratch, deployed in cloud and it is monitored for various quality attributes. A specific example of file upload service is taken by the authors and in this case, the quality attributes namely, file upload time, upload speed, jitter, packet loss, IO read, IO write, total time, etc., are monitored. Al-Masri [12] presented microservices Quality of Service Management (mQoSM) framework which measures the overall quality of microservices based Industrial Internet of Things (IIoT) applications. Bhamare et al. [13] handled the problem of scheduling microservices across different clouds according to user level and service level agreements with...
specific focus on cost and latency.

The global approaches such as [14, 15] suffer from the exponential time complexity. Senivongse and Wongswangpanich [16] employs genetic algorithm and suffers from poor time characteristics for large number of services. In another research work, Mardukhi et al. [17], artificial neural network is used to predict the QoS of candidate service instances so that the genetic algorithm can select the best predicted service. Similarly, Ding et al. [18] handles the web services selection based on global QoS using genetic algorithm. Yuan et al. [19] have used global selection method for web services. QoS global optimization and dynamic re-planning web service selection algorithm has been proposed to select optimal execution plan for web services while meeting the QoS requirements globally [20].

Alrifai and Risse [21] decompose the given global QoS constraints using MIP, the time characteristics of these methods become poor with respect to number of services. The method proposed by Qi et al. [22] uses a heuristics based service composition method where the range of extreme values of QoS attributes are divided in many levels and candidate services are selected from different levels to enumerate the possible combinations to produce near-optimal solutions. Here when the number of levels is large, the method will suffer from long computation time. The method presented by Guang et al. [23] uses an adaptive adjustment method based on fuzzy logic to decompose the global constraints into local constraints. It uses empirical utility. The decomposition discussed in [24] uses genetic method to decompose the global constraints. The local selection model proposed by Ye et al. [25] presented a method to increase web service composition by using enhanced decomposition and greedy algorithm which have weak connection with QoS values of candidate services. Rodriguez-Mier et al. [26] proposed a shortest path algorithm to the service match which consists of many valid composition patterns. Here also, finding suitable composition pattern according to the QoS is NP hard problem and authors applied a set of admissible optimizations to reduce the search space. Deng et al. [27] proposed QoS-aware service pruning method based on the correlations among QoS attributes to prune non-optimal candidate services for composition. Alrifai et al. [28] proposed a skyline approach to reduce the number of candidate services involved in composition, according to their QoS. Chattopadhyay and Banerjeem [29] proposed a pareto based method to identify optimal solutions from services retrieved using Input-Output Model along with two other heuristics based methods.

III. PROPOSED METHOD OF QoS BASED MICROSERVICES SELECTION

At first the tasks involved in a business process has to be determined and represented as workflow. The workflow exhibits tasks and the specific pattern of execution of tasks. The workflow may of simple sequential kind as in Fig. 3 or it may of a combinational one as in Fig. 4.

As any combinational workflow can be reduced into a sequential pattern [21,30], only sequential workflows are considered in this work. The block diagram of the proposed method is shown in Fig. 5. There are 4 steps, namely, querying step in which the QoS demands and preferences are captured.

A. Querying Step

QoS requirements vary from consumer to consumer and it basically arise based on the nature of application. In querying step, the QoS requirements of service consumers are captured. QoS requirements include QoS constraints and QoS preferences. QoS constraints refer to the conditions on the values of the attributes that to be satisfied whereas QoS preferences refer to the consumer’s priority over different QoS attributes. Both QoS constraints and QoS preferences are meant for the entire workflow. A typical query would be as given below:

Find a travel_plan_service with QoS constraints (response time=12 seconds, cost=300$ & availability=90%) and QoS preferences (40% priority to response time, 10% priority to cost & 50% priority to availability)

B. Decomposition Step

The given global QoS constraints are decomposed equally to all participating tasks and the local constraints of QoS constraints are derived from the standard aggregation formulae used to compute the QoS attributes of a composite service.

Consider a workflow having m number of service classes denoted by sc(1),sc(2),sc(3),…,sc(m) . Let s(i, j)
denote the \( j \)th service in \( i \)th service class. Let \( n_i \) denote the number of services in \( i \)th service class. Let \( cs \) denote a composite service formed by combining a particular service, say, \( l \) from each service class \( i \). It is denoted as

\[
cs = s(1,l_1), s(2,l_2), s(3,l_3), \ldots, s(m,l_m)
\]  

(1)

Let \( rt(s(i, j)) \), \( c(s(i, j)) \), \( a(s(i, j)) \), \( rel(s(i, j)) \), \( tp(s(i, j)) \) and \( rp(s(i, j)) \) denote the response time, cost, availability, reliability, throughput and reputation of \( s(i, j) \). Let \( rt(cs) \), \( c(cs) \), \( a(cs) \), \( rel(cs) \), and \( tp(cs) \) denote the response time, cost, availability, reliability and throughput of the composite service. Now the QoS values of composite service are computed using Eqs. (2)–(6) [17, 25, 28].

\[
rt(cs) = \sum_{i=1}^{m} rt(s(i, l_i))
\]  

(2)

\[
c(cs) = \sum_{i=1}^{m} c(s(i, l_i))
\]  

(3)

\[
a(cs) = \prod_{i=1}^{m} a(s(i, l_i))
\]  

(4)

\[
rel(cs) = \prod_{i=1}^{m} rel(s(i, l_i))
\]  

(5)

\[
rt_{local}(sc(i)) = \frac{rt_{global}}{m}, i = 1,2,3,\ldots,m
\]  

(7)

\[
c_{local}(sc(i)) = \frac{c_{global}}{m}, i = 1,2,3,\ldots,m
\]  

(8)

\[
a_{local}(sc(i)) = (a_{global})^{1/m}, i = 1,2,3,\ldots,m
\]  

(9)

\[
rel_{local}(sc(i)) = (rel_{global})^{1/m}, i = 1,2,3,\ldots,m
\]  

(10)

\[
 tp_{local}(sc(i)) \geq tp_{global}, i = 1,2,3,\ldots,m
\]  

(11)

\[
 tp(cs) = \min\{tp(s(i,l_i))|1 \leq i \leq m\}
\]  

(6)

In this work, it is proposed to divide the given global constraints equally to all service classes involved in the workflow. It is proposed to divide the global constraints according to the aggregations formulae used for the computations of QoS attributes of composite service. When the local constraints are derived from the aggregation formulae, the service combination that will be obtained using local selection method will give guarantee to meet the given global constraints. Secondly, the proposed method is mathematically derived one. Thus, in the proposed method, the given global constraints are equally divided into those service classes which are involved in the process.

Table 1. Collection of test services in different service classes along with their QoS values

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Ticket booking task</th>
<th>( q(s(i,j)) )</th>
<th>( q(s(i,j)) )</th>
<th>( q(s(i,j)) )</th>
<th>Hotel booking task</th>
<th>( q(s(i,j)) )</th>
<th>( q(s(i,j)) )</th>
<th>( q(s(i,j)) )</th>
<th>Cab booking task</th>
<th>( q(s(i,j)) )</th>
<th>( q(s(i,j)) )</th>
<th>( q(s(i,j)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(1,1)</td>
<td>6</td>
<td>50</td>
<td>90</td>
<td>s(2,1)</td>
<td>5</td>
<td>150</td>
<td>90</td>
<td>s(3,1)</td>
<td>12</td>
<td>200</td>
<td>90</td>
</tr>
<tr>
<td>2</td>
<td>s(1,2)</td>
<td>7</td>
<td>90</td>
<td>89</td>
<td>s(2,2)</td>
<td>8</td>
<td>130</td>
<td>92</td>
<td>s(3,2)</td>
<td>10</td>
<td>180</td>
<td>96</td>
</tr>
<tr>
<td>3</td>
<td>s(1,3)</td>
<td>8</td>
<td>180</td>
<td>95</td>
<td>s(2,3)</td>
<td>9</td>
<td>145</td>
<td>94</td>
<td>s(3,3)</td>
<td>11</td>
<td>190</td>
<td>98</td>
</tr>
<tr>
<td>4</td>
<td>s(1,4)</td>
<td>4</td>
<td>60</td>
<td>98</td>
<td>s(2,4)</td>
<td>10</td>
<td>65</td>
<td>98</td>
<td>s(3,4)</td>
<td>9</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>5</td>
<td>s(1,5)</td>
<td>3</td>
<td>140</td>
<td>97</td>
<td>s(2,5)</td>
<td>3</td>
<td>70</td>
<td>99</td>
<td>s(3,5)</td>
<td>8</td>
<td>120</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>s(1,6)</td>
<td>4</td>
<td>130</td>
<td>98</td>
<td>s(2,6)</td>
<td>4</td>
<td>80</td>
<td>100</td>
<td>s(3,6)</td>
<td>7</td>
<td>130</td>
<td>98</td>
</tr>
<tr>
<td>7</td>
<td>s(1,7)</td>
<td>2</td>
<td>120</td>
<td>95</td>
<td>s(2,7)</td>
<td>6</td>
<td>90</td>
<td>95</td>
<td>s(3,7)</td>
<td>6</td>
<td>160</td>
<td>92</td>
</tr>
<tr>
<td>8</td>
<td>s(1,8)</td>
<td>10</td>
<td>70</td>
<td>94</td>
<td>s(2,8)</td>
<td>7</td>
<td>200</td>
<td>93</td>
<td>s(3,8)</td>
<td>5</td>
<td>90</td>
<td>91</td>
</tr>
<tr>
<td>9</td>
<td>s(1,9)</td>
<td>15</td>
<td>80</td>
<td>93</td>
<td>s(2,9)</td>
<td>14</td>
<td>100</td>
<td>91</td>
<td>s(3,9)</td>
<td>4</td>
<td>100</td>
<td>98</td>
</tr>
<tr>
<td>10</td>
<td>s(1,10)</td>
<td>9</td>
<td>120</td>
<td>92</td>
<td>s(2,10)</td>
<td>12</td>
<td>150</td>
<td>90</td>
<td>s(3,10)</td>
<td>3</td>
<td>135</td>
<td>89</td>
</tr>
</tbody>
</table>

The computed QoS values of the individual services would form as the task level constraints, called as local constraints. The local constraints involved of any \( j \)th service class is denoted as in Eq. (12).

\[
c_i = (rt_{local}(sc(i)), c_{local}(sc(i)), a_{local}(sc(i)), rel_{local}(sc(i)), tp_{local}(sc(i)))
\]  

(12)

These local constraints will be used in the identification of candidate services.

C. Identification of Candidate Services

In this step, every service in a service class is checked for the fulfillment of the local constraints and the services which satisfy the local constraints are filtered out as candidate services for further computation. While performing QoS matching between the query and a service, one has to normalize the values of QoS attributes of both query and the service. Because, different service providers would have used different units and measurements. So, it is essential to normalize the values in the range 0 to 1. With respect to QoS parameters, there are two kinds of parameters; certain parameters like availability, scalability, are required to be maximized whereas there as other parameters such as response time, cost are required to be minimized. For each task in the workflow, as mentioned earlier, there would be many services available which are functionally similar but have different QoS. So, for a given service class, for each QoS parameters, there are two kinds of parameters; certain parameters like availability, scalability, are required to be maximized whereas there as other parameters such as response time, cost are required to be minimized.
parameter, there would be a range of values will be available with minimum and maximum.

Let \( q_i(s(i, j)) \) denote \( k^m \) QoS attribute of \( j^{th} \) service in \( i^{th} \) service class. Let \( Q_{mx}(i, k) \) denote the maximum value of \( k^m \) QoS attribute for \( i^{th} \) service class. Let \( Q_{mn}(i, k) \) denote minimum of \( k^m \) QoS attribute for \( j^{th} \) service class. Now the normalized value of \( q_i(s(i, j)) \) is computed using

\[
\text{normalized}_k q_i(s(i, j)) = \frac{(Q_{mx}(i, k) - q_i(s(i, j)))}{(Q_{mx}(i, k) - Q_{mn}(i, k))} \quad (13)
\]

(for attributes that are required to be minimized)

\[
\text{normalized}_k q_i(s(i, j)) = \frac{q_i(s(i, j)) - Q_{mn}(i, k)}{(Q_{mx}(i, k) - Q_{mn}(i, k))} \quad (14)
\]

(for attributes that are required to be maximized)

The QoS constraints of user’s query are also should be normalized using the above equation before performing the QoS matching. Thus, the services which comply all the local constraints are identified as candidate services

D. Service Selection

In this step the utility of candidate services is computed, taking into consideration the QoS preferences of the consumers. The key point to be noted here is that the QoS preferences of each task is same as that of the workflow. In addition, there are two cases, (i) a service consumer may give only the QoS constraints; and (ii) a service consumer may give both QoS constraints and preferences

Case 1—When only QoS constraints are given: In this case, the utility of \( j^{th} \) service in \( i^{th} \) service class, denoted by \( u(s(i, j)) \) is computed using Eq. (15)

\[
\sum_{k=1}^{n} \frac{\text{normalized}_k q_i(s(i, j))}{N} \quad (15)
\]

In Eq. (15) \( N \) denote the number of QoS attributes

Case 2—When both QoS constraints and preferences are given: In this case, the utility of \( j^{th} \) service of \( i^{th} \) service class is computed using

\[
u(s(i, j)) = \sum_{k=1}^{N} \text{normalized}_k q_i(s(i, j)) \times w_k \quad (16)\]

In Eq. (16), \( w_k \) denotes the weight of \( k^{th} \) QoS attributes. Also, \( \sum_{k=1}^{N} w_k = 1 \). Here, the preferences included while computing utility of the services using Simple Additive Weighting method [31]. Now, for each \( i^{th} \) service class the service having highest utility is selected as the best service and it is denoted by \( S_l \). Thus, best services selected for all service classes would form the most appropriate service combination for implementing the given business process. By invoking the best service for each task according to the execution pattern of the workflow, the given business process will get implemented.

Further the proposed method has been implicated and evaluated with a case study in the subsequent section.

IV. EVALUATION OF THE PROPOSED METHOD

The proposed method of QoS based microservices selection has been evaluated using a case study. The details of case under study are described below. Consider a microservices based travel-plan process as the case under study. Consider that the case is represented as a sequential workflow consisting of three abstract tasks, t1, t2 and t3 as shown Fig. 6. The task, t1 books air tickets for a travel trip from a source location to a destination location on the desired dates given by the user. The task t2 reserves rooms for the dates of halt in the place of visit. The task-3 books cab for different sight-seeing locations. Here, it is obvious that only after the confirmation of air tickets only, the task t2 can be executed. Similarly, after the execution of t2 only, the task t3 will be executed. So, the above tasks are executed in sequential manner as in Fig. 6.

![Travel_plan process](image)

The proposed method is applied to the case under study as follows.

A. Querying Step

Consider that a service consumer is querying for travel_plan process with QoS demands and preferences as:

QoS constraints (response time=12 secs, availability = 90% and cost 300$).

QoS preferences (40% priority to response time, 10% priority to cost & 50% priority to availability)

B. Decomposition Step

Let \( r_t^{\text{global}}, c^{\text{global}} \) and \( a^{\text{global}} \) denote the global constraint of response time, cost and availability. Let \( r_t^{\text{local}}(sc(i)), c^{\text{local}}(sc(i)) \) and \( a^{\text{local}}(sc(i)) \) denote the local constraints of response time, cost and availability of \( j^{th} \) service class

\[
r_t^{\text{local}}(sc(i)) = \frac{r_t^{\text{global}}}{m}, i = 1,2,...,m \quad (17)
\]

\[
c^{\text{local}}(sc(i)) = \frac{c^{\text{global}}}{m}, i = 1,2,...,m \quad (18)
\]

\[
a^{\text{local}}(sc(i)) = (a^{\text{global}})^{1/m}, i = 1,2,...,m \quad (19)
\]

In the above example, the number of tasks in the workflow, \( m = 3 \). Now, response time of \( i^{th} \) service class is computed as

\[
r_t^{\text{local}}(sc(i)) = \frac{r_t^{\text{global}}}{m} = \frac{12}{3} = 4, i = 1,2,3,...,m \quad (20)
\]

Similarly, the local cost constraint \( i^{th} \) service class is computed using

\[
\]
\[ c_{\text{local}}(sc(i)) = \frac{c_{\text{global}}}{m} = \frac{300}{3} = 100, i = 1, 2, 3, ..., m \] (21)

The value of \( c_{\text{local}}(sc(i)) \) is computed as 100. In contrast to response time and cost, availability is a multiplicative attribute. In the given example, the local constraint of availability of \( j \)th service class is computed as

\[ a_{\text{local}}(sc(i)) = (a_{\text{global}})^{\frac{1}{m}} = \left(\frac{0.91}{3}\right)^{\frac{1}{m}} \] (22)

\[ a_{\text{local}}(sc(i)) = 0.965, i = 1, 2, 3, ..., m \] (23)

Now, the local constraints of any \( i \)th service class is formulated as

\[ C_j = (r_{\text{local}}(sc(i)), c_{\text{local}}(sc(i)), a_{\text{local}}(sc(i))) \] (24)

\[ C_j = (4,100,96.5) \] (25)

C. Identification of Candidate Services

To illustrate this step, a collection of functionally similar services corresponding to the three different tasks has been generated, with service IDs and QoS values as in Table 1. For simplicity, 10 test services have been created in each service class. Local QoS constraints of the query are matched against the available services. The services which satisfy the local constraints are filtered out as candidate services. The candidate services which satisfy the given constraints are given in Table 2. The QoS constraints of user’s query are also should be normalized using the above equation before performing the QoS matching. The normalized values are given in Table 3.

D. Service Selection

Case 1—When only QoS constraints are given by consumers, the utility of candidate services is computed using Eq. (15). The utility values of candidate services are given in Table 4. From the Table 4, it is clear that the service combination (s(1,4), s(2,5), s(3,9)) would be selected with total utility of (0.926), which is computed as the average value of utility of selected services.

Case 2—When consumers have both QoS constraints and QoS preferences for different QoS attributes, it is considered that the task level QoS preferences are the same as QoS preferences and the given preferences are taken into account as weights of the attributes. In this case, the utility will be computed using Eq. (16). The computed utility values are given in Table 5.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Ticket booking task</th>
<th>q1(s(i,j))</th>
<th>q2(s(i,j))</th>
<th>q3(s(i,j))</th>
<th>Hotel booking task</th>
<th>q1(s(i,j))</th>
<th>q2(s(i,j))</th>
<th>q3(s(i,j))</th>
<th>Cab booking task</th>
<th>q1(s(i,j))</th>
<th>q2(s(i,j))</th>
<th>q3(s(i,j))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(1,4)</td>
<td>4</td>
<td>60</td>
<td>98</td>
<td>s(2,5)</td>
<td>3</td>
<td>70</td>
<td>99</td>
<td>s(3,9)</td>
<td>4</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>2</td>
<td>s(2,6)</td>
<td>60</td>
<td>98</td>
<td>99</td>
<td>s(2,5)</td>
<td>70</td>
<td>99</td>
<td>99</td>
<td>s(3,9)</td>
<td>100</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S.No</th>
<th>Ticket booking task</th>
<th>Normalized QoS</th>
<th>Hotel booking task</th>
<th>Normalized QoS</th>
<th>Cab booking task</th>
<th>Normalized QoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(1,4)</td>
<td>0.85 0.92 1</td>
<td>s(2,5)</td>
<td>0.91 0.96 0.9</td>
<td>s(3,9)</td>
<td>0.89 0.91 0.91</td>
</tr>
<tr>
<td>2</td>
<td>s(2,6)</td>
<td>1</td>
<td>s(2,5)</td>
<td>0.91 0.96 0.9</td>
<td>s(3,9)</td>
<td>0.91 0.91 0.91</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S.No</th>
<th>Ticket booking task</th>
<th>Candidate Service</th>
<th>Utility</th>
<th>Hotel booking task</th>
<th>Candidate Service</th>
<th>Utility</th>
<th>Cab booking task</th>
<th>Candidate Service</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(1,4)</td>
<td>x</td>
<td>0.923</td>
<td>s(2,5)</td>
<td>x</td>
<td>0.953</td>
<td>s(3,9)</td>
<td>x</td>
<td>0.903</td>
</tr>
<tr>
<td>2</td>
<td>s(2,6)</td>
<td>x</td>
<td>0.933</td>
<td>s(2,5)</td>
<td>x</td>
<td>0.946</td>
<td>s(3,9)</td>
<td>x</td>
<td>0.902</td>
</tr>
</tbody>
</table>

From Table 5, it is understood that the service combination (s(1,4), s(2,6), s(3,9)) would be selected with total utility of (0.930). Here, the total utility is computed as the average value of utility of selected services.

V. RESULTS AND DISCUSSION

There are two aspects to be considered in the discussion. One is related to the satisfaction of given global constraints. The other is detection efficiency of the method. The proposed method of local selection is simple and straightforward from their corresponding aggregation formulae for different QoS attributes. Since the local constraints are set based on the aggregating functions, it is 100% ensured that the selected service combination ensures 100% guarantee to fulfil the given global constraints. Secondly with local selection the number of combinations involved is m*n where m refers to the number of tasks or service classes and n refers to the number of services in each service class. It is greatly reduced with compared to the global method which is \( n^m \).

Despite the above features, there may be situations where the method may not be able to detect an appropriate service combination even if it exists. The results obtained using global and local selection methods for the case study are given in Table 6.
Table 6. Comparison of proposed method with global method

<table>
<thead>
<tr>
<th>Proposed method</th>
<th>Global method</th>
</tr>
</thead>
<tbody>
<tr>
<td>((s(1,4), s(2,5), s(3,9)))</td>
<td>((s(1,4), s(2,5), s(3,9)))</td>
</tr>
<tr>
<td>((s(1,4), s(2,6), s(3,9)))</td>
<td>((s(1,4), s(2,6), s(3,9)))</td>
</tr>
<tr>
<td>((s(1,6), s(2,5), s(3,9)))</td>
<td>((s(1,7), s(2,5), s(3,9)))</td>
</tr>
<tr>
<td>((s(1,7), s(2,6), s(3,9)))</td>
<td>((s(1,7), s(2,6), s(3,9)))</td>
</tr>
</tbody>
</table>

From Table 6, it is found that the global method produced 5 solutions whereas the proposed method has produced 2 solutions. Here, one may argue that the local method is not able to detect or identify all the possible solutions when compared to global method. One has to look very carefully the time involved in global method. Despite the efficiency of global methods, it has a serious limitation that cannot be put for practical use when there are numerous microservices. Another important thing is that the local method identified two feasible solutions which guarantees the given global constraints. It is adequate to realize the process. But there may be situations where the method may not find any solution for one or more tasks. In such cases, the local constraints are relaxed as discussed in the subsequent section.

VI. RELAXATION OF LOCAL CONSTRAINTS

If no candidate service is found for a task, then the constraints of tasks are relaxed as discussed below. The basic idea behind this relaxation is based on the fact that there may be situations, where the maximum value of a QoS attribute for a service class may be less than the local constraint obtained by equal distribution method. In that case, the maximum value of the QoS attribute itself will be assigned as constraint for that attribute, for the service class and the balance between the maximum value and local constraint computed by equal distribution will be utilized for a service class whose minimum value of QoS attribute itself is greater than the computed constraint of that attributes. The proposed idea for relaxation of local constraints is illustrated with response time attribute using three service classes as shown in Fig. 7.

From Fig. 7, it is clear that, minimum response time, maximum response time of service class-1 denoted by \(\text{min}_rt(sc(1)), \text{max}_rt(sc(1))\) respectively are less than the constraint of response time computed by equal distribution method, denoted by \(rt_{\text{global}}\).

For service class-2, minimum response time denoted by \(\text{min}_rt(sc(2))\) is less than \(rt_{\text{global}}\) but the maximum response time denoted by \(\text{max}_rt(sc(2))\) is larger than \(rt_{\text{global}}\).

For service class-3, both minimum response time, maximum response time of service class-3 denoted by \(\text{min}_rt(sc(3)), \text{max}_rt(sc(3))\) is larger than \(rt_{\text{global}}\).

In the constraint relaxation method, at first, for service class-1, since the \(\text{max}_rt(sc(1)) < r_{\text{loc}}(sc(1)), \text{max}_rt(sc(1))\) has been fixed as constraint for response time for service class-1.

Here the difference, \((rt_{\text{global}} - \max_rt(sc(1)))\) will be used for a service class which is in need of extra amount of constraint.

For service class 2, since \(\max_rt(sc(2))\) is greater than \(rt_{\text{global}}\), then, \(rt_{\text{global}}\) will be fixed as the constraint of service class-2.

Now, for service class 3, \(\min_rt(sc(3))\) itself is greater than \(rt_{\text{global}}\). The difference \((rt_{\text{global}} - \max_rt(sc(1)))\) will be used to provide the extra amount of constraint required for service class-3.

Consider a very small collection of services as shown in Table 7 for discussion.

Let the consumer’s global constraints be \((15, 300, 90)\).

When the above constraints are decomposed using the given method, the local constraints obtained are \((5, 100, 96.5)\).

The candidate services obtained by the proposed method of equal distribution is shown in Table 8.

From Table 8, it is found that there is no candidate service found for cab booking task. Now relaxation of constraints is applied. For service class 1 and service class 2, the value of maximum value of response time is 4 and it is less than the constraint of response time computed using the proposed method which is 5. Now, allot the maximum value of response time as constraint for service classes 1 and 2, the, a balance response time of two will be added with 5 and a constraint value of 7 is allotted to service class 3.

Results obtained with relaxation of constraints is shown in Table 9. As illustrated in the above example, relaxation of constraints helps in effective extraction of feasible service combinations. Relaxing constraints increases the ability of the proposed method in identifying feasible solutions.

Table 7. A small collection of services chosen for illustrating relaxation of constraints

<table>
<thead>
<tr>
<th>S.no</th>
<th>Ticket booking task</th>
<th>q1(s(i,j))</th>
<th>q2(s(i,j))</th>
<th>q3(s(i,j))</th>
<th>Hotel booking task</th>
<th>q1(s(i,j))</th>
<th>q2(s(i,j))</th>
<th>q3(s(i,j))</th>
<th>Cab booking task</th>
<th>q1(s(i,j))</th>
<th>q2(s(i,j))</th>
<th>q3(s(i,j))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(1,4)</td>
<td>4</td>
<td>60</td>
<td>98</td>
<td>s(2,4)</td>
<td>10</td>
<td>65</td>
<td>98</td>
<td>s(3,4)</td>
<td>9</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>2</td>
<td>s(1,5)</td>
<td>3</td>
<td>140</td>
<td>97</td>
<td>s(2,5)</td>
<td>3</td>
<td>70</td>
<td>99</td>
<td>s(3,5)</td>
<td>8</td>
<td>120</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>s(1,6)</td>
<td>4</td>
<td>130</td>
<td>98</td>
<td>s(2,6)</td>
<td>4</td>
<td>80</td>
<td>100</td>
<td>s(3,6)</td>
<td>7</td>
<td>130</td>
<td>98</td>
</tr>
<tr>
<td>4</td>
<td>s(1,7)</td>
<td>2</td>
<td>120</td>
<td>95</td>
<td>s(2,7)</td>
<td>6</td>
<td>90</td>
<td>95</td>
<td>s(3,7)</td>
<td>6</td>
<td>160</td>
<td>92</td>
</tr>
</tbody>
</table>
VII. CONCLUSION

In this work, a method has been proposed for QoS-aware microservices selection for composition. The method initially decomposes the given global constraints by equal distribution method and selects services from different service classes according to local constraints. In case candidate service is not found for one or more service classes, the method will relax the local constraints without violating the given global constraints and look for candidate services. Also, in case the method of relaxation of local constraints does not help to identify candidate services, then selection of services would be done based on an efficient global selection method which uses indexing scheme for quick retrieval and the method is currently in its implementation stage. In the indexing scheme, separate indices are being created to maintain the values of different QoS attributes of services. It is proposed to perform the matching of QoS of services during the functional matching process itself. The key point is that separate indices are maintained for inputs, outputs and QoS values. This will certainly retrieve the available services that meet both functional and QoS requirements of users.

Here the computation time is made effective with the help of previously computed indices.
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S.No Ticket booking task q(s(i,j)) q(s(i,j)) q(s(i,j)) q(s(i,j)) q(s(i,j)) q(s(i,j)) Cab booking task q(s(i,j)) q(s(i,j)) q(s(i,j))
1 s(1,4) 4 60 98 s(2,5) 3 70 99 s(3,6) 7 130 98
2 s(1,4) 4 60 98 s(2,5) 3 70 99 s(3,6) 7 130 98

Table 9. Candidate services obtained with relaxed constraints (4, 100, 96.5)


