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Abstract—Heart failure disease, a wide-ranging clinical 

disorder, is affecting more and more individuals worldwide. 

The Healthcare Sector (HCS) places a high focus on the early 

detection of cardiac disease. The creation of a machine 

learning-based cardiovascular disease prediction system is the 

main objective of this project. This study’s presentation of 

several machine learning techniques is based on a brief 

examination of heart disease diagnosis. First, a lasso features 

selection approach is used to forecast heart disease. The second 

ensemble strategy is utilized to look into several areas of 

cardiac disease. We provided two ensemble stages of classifiers 

such Max Voting and Stacking for XG Boost, Random Forest, 

and Multilayer Perception in order to enhance results. A 

variety of factors were used to evaluate the performance of the 

recommended cardiovascular disease in order to select the best 

machine learning model. The major objective of this study is to 

give physicians a tool to help in the early diagnosis of heart 

problems. As a result, treating patients effectively and 

preventing negative effects will be easy. This study lasso uses 

selection-based techniques with machine learning classifiers to 

investigate several classification algorithms in terms of Mean 

Average Error (MAE), Mean Squared Error (MSE), Root 

Mean Squared Error (RMSE), and Scattered Index in an effort 

to increase the accuracy of heart disease identification. 

Index Terms—XG boost, random forest, and multilayer 

perception, Mean Average Error (MAE), Mean Squared Error 

(MSE), Root Mean Squared Error (RMSE), scattered index 

and heart disease dataset 

I. INTRODUCTION

The Cardiovascular (CVD) sickness is a sort of heart 

disease that is nevertheless a main purpose of mortality 

across the world. If nothing is done, the world’s typical wide 

variety of fatalities is expected to climb. Plaques on artery 

partitions can block blood waft and motive a coronary heart 

assault or stroke. Physical inactivity, a bad diet, and the 

wonderful use of alcohol and cigarettes are all danger 

elements for coronary heart ailment [1, 2]. The above-

mentioned variables may additionally be diminished by 

using leading a healthy everyday lifestyle, which consists of 

limiting salt in the diet, ingesting more veggies and fruits, 

enticing in ordinary bodily exercise, and abstaining from 

alcohol and cigarette use, all of which assist to decrease the 

risk of heart disease [3]. The collecting of patient records 

from a number health care institutions and hospitals is the 

solution to these challenges. The choice aid machine is used 

to reap the findings and to seek a 2nd opinion from an 

experienced doctor. This approach for analysis eliminates 

useless test conductions, saving cash and time [4, 5]. 
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Recently, a health center administration system was once 

used to deal with health care or affected person data, 

implying that these structures create greater data. In the 

early degrees of heart failure, a larger variety of neuron 

hormonal regulating structures are activated (HFD) [6, 7]. In 

a quick duration, these compensatory mechanisms can 

reason the HFD consequences, main to accentuated 

ventricular dysfunction, dyspnea on exertion, peripheral 

edema, pulmonary, and heart These compensatory methods 

can lead to improved ventricular dysfunction, dyspnea on 

exercise, peripheral edoema, pulmonary, and cardiac 

remodeling, which can produce after load and preload 

irreversible alterations, in a quick duration of time. The 

affected person is presented more treatment options with 

HFD, which include life-style adjustments and implanted or 

pharmaceutical units such a defibrillator or pacemaker. 

Given that hospitalization due to acute HFD decomposition 

is the largest supply of healthcare cost, the key subject is 

ensuring follow-up in this group. According to data and 

research, heart sickness is the most serious problem that 

people confront, mainly these who follow an HFD [8, 9]. 

Early detection and diagnosis of heart sickness is the first 

step in care and therapy for a variety of conditions. 

Early detection of heart sickness with more suitable 

prognosis and high-risk sufferers the usage of a prediction 

model is broadly advised for lowering fatality rates, and 

decision-making for subsequent remedy and prevention is 

improved. A prediction model is built and used in Clinical 

Decision Support Systems (CDSS) to assist doctors in 

estimating the hazard of coronary heart ailment and 

imparting appropriate treatments to manage the risk. 

Furthermore, a range of researchers have found that CDSS 

deployment can enhance selection quality, scientific 

selection making, and preventative care [9–11]. 

In the scientific field, laptop getting to know might also 

be used to diagnose, detect, and forecast a variety of 

ailments. The predominant goal of this research is to grant 

physicians with a device to discover coronary heart 

problems early on. As a consequence, it will be easier to 

supply patients with ideal medicine while minimizing 

predominant side effects. The intention of this study is to 

study more than one selection timber using desktop getting 

to know classifiers in the hopes of bettering overall 

performance in coronary heart sickness detection.  

The rest of the paper is organized as follows: Section II 

presents the related works. Section III describes the 

proposed method. Next, result and discussion are presented 

in Section IV. Finally, conclusions are drawn in Section V 

on the basis of results and evaluation. 
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II. RELATED WORK 

D’Souza and Wang et al. [12], Alharbi and Alosaimi 

et  al. [13] used desktop mastering methods to talk about 

cardiac disease. The heart rate, on the different hand, is 

altered by the things to do that a man or woman engages in, 

and as a result, coronary heart charge records are no 

stationary, unpredictable, and cannot be expected or 

modeled. 

Chen and Lucock [14] developed a method for predicting 

cardiac disease the use of statistical analysis. 

Unpredictability variables and different behavioral hazard 

factors, such as cigarette use, unhealthy meals and obesity, 

bodily inactivity, and hazardous alcohol use, can all make a 

contribution to bad health and even double the danger of 

mortality in CVD sufferers. 

Chen and Keravnou-Papailiou et al. [15], Su and Chen et 

al. [16], Chen and Shang [17], Knox and Chen [18], Chen 

and Antoniou [19] used artificial talent to check out 

cardiovascular illness and found a paradigm. The 

significance of detecting cardiovascular sickness as soon as 

possible follows. Artificial intelligence advancements are 

inflicting a paradigm change in healthcare, from early 

sickness detection and analysis to individualized therapy and 

prognosis contrast. 

When compared to the ACC/AHA Pooled Cohort 

Equations (PCE) calculator alone, Machine Learning (ML) 

approach offers the chance to identify patients at higher risk 

of Type 2 Diabetes (T2DM) complications, and prediction 

models built using ML techniques improve cardiovascular 

disease prediction and reduce the number of screenings 

required [20]. 

Kakria and Tripathi et al. [21] investigated the use of a 

Real-Time Health Monitoring System for Remote Cardiac 

Patients. For example, a patient’s cardiovascular problems 

are now being monitored at home by means of the fitness 

monitoring gadget in order to make appropriate 

recommendation to each patients and scientific consultants. 

Also, an approach using unsupervised Machine Learning 

(ML) clustering might identify groups of T2DM patients 

with various forms of coronary plaque and degrees of 

coronary stenosis and treat T2DM patients with diverse 

clinical signs, enabling patient stratification [22]. 

Ephzibah [23] created a laptop mastering method to 

become aware of heart sickness characteristics. Heart 

ailment has been identified as a main reason of mortality in 

India. The necessity and usefulness of early illness 

prognosis cannot be overstated. The cautioned mannequin is 

built on a genetic algorithm, a Neural Networks (NN) 

classifier, and fuzzy rules. The developed model has an 

excessive diploma of accuracy in detecting heart sickness. 

Haq and Li et al. [24] developed an approach for 

predicting heart ailment the use of a guide vector desktop 

with unique characteristics that had an accuracy of 84%. C 

and g were set to 10 and 0.0001 respectively, and the NB 

classifier had an accuracy of 83%. 

Asfaw [25] developed a K-Nearest Neighbor classifier for 

heart disease prediction the usage of 10 prioritised criteria 

that good identified the disorder 71.05% of the time. 

Khan and Abbas et al. [26] investigated cardiac disease 

diagnosing characteristics the usage of a couple of applied 

sciences in order to improve sickness prediction. Cloud 

computing has been built-in with the computer mastering 

classifier Support Vector Machine (SVM). The accuracy of 

a cloud-based intelligent gadget driven via the SVM model 

used to be 93.33%. 

Alaa and Bolton et al. [27] thought of the use of a desktop 

studying classifier to estimate cardiovascular risk. In 

contrast to well-performing systems, Auto-Prognosis 

significantly extended cardiovascular danger prediction 

performance. This method used to be created utilising 

information from over 4 million UK Biobank individuals 

and 450 special elements for every of them. This method 

allowed agnostic exploration of novel cardiovascular threat 

variables. To check therapeutic validity, the Auto-Prognosis 

model used to be compared to the widespread Framingham 

model. The Auto-Prognosis algorithm effectively predicted 

3357 out of 4801 cardiovascular patients. 

A ML analysis of the Action to Control Cardiovascular 

Risk in Diabetes Study (ACCORD) and Veterans Affairs 

Diabetes Trial (VADT) trials provided evidence in support 

of the recommendation in the diabetes treatment guidelines 

for intensive glucose lowering in diabetics with low 

cardiovascular risk, and it also suggested benefits of 

intensive glycaemic control in some people with higher 

cardiovascular risk [28]. 

Kasbe and Pippal [29] both respected medical specialists, 

agree with that a complete tool for diagnosing heart failure 

based on the information provided is required. Fuzzification, 

Rule Base, and Defuzzification have been the three 

important phases of the provided fuzzy specialist system. 

The machine used to be created with the assist of the 

MATLAB Fuzzy Logic Toolbox and the Mamdani Fuzzy 

Interface System (MFIS). The accuracy and sensitivity of 

the test have been additionally high, at 94.50% and 90.19%, 

respectively. 

The deep neural network learning model, which used to 

be created by using integrating two subsystems 

acknowledged as the deep neural community prediction 

(diagnosis) model and the deep neural community education 

classification model, was once investigated by Miao [30]. A 

deep neural community coaching category was used in the 

first phase, and then last weights had been assigned to deep 

neural network diagnostic. In contrast to a preferred 

multilayer perception neural community classification, a 

deep neural network mannequin contains greater hidden 

layers. The accuracy, sensitivity, and specificity have been 

every 83.67%, 93.51%, and 72.86%. 

Hashi and Shahid [31] put together a system primarily 

based on desktop gaining knowledge of strategies that have 

been extensively studied for heart sickness prediction. On 

the dataset accumulated from the Union Cycliste 

Internationale (UCI) machine learning repository, statistics 

mining methods such as Naive Bayes (NB), Logistic 

Regression (LR), Decision Tree (DT), and Random-Forest 

have been utilised. The Random Forest Algorithm supplied 

the excellent accuracy for coronary heart disorder prediction, 

90.16%, in accordance to these overall performance 

approaches. 

Cardiovascular sickness analysis has been regarded 

fundamental for life-saving by way of Siddiqui and Athar 

et  al. [32]. The accuracy of cardiovascular disease detection 

utilising deep extreme computing device gaining knowledge 
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of Diagnosis Cardiovascular Disease and Deep Extreme 

Machine Learning (DCD-DEML) with back-propagation 

was 92.45%, which was higher than that of the 

Developmental Co-ordination Disorder (DCD) Mamdani 

Fuzzy Inference System and DCD Artificial Neural 

Network. 

Almustafa [33] investigated the Gradient Descent 

Algorithm for Cardiovascular Disease Diagnosis. The 

gradient descent algorithm is an approach for optimising 

many loss features and is utilised to do so (linear). Based on 

the root-finding function for cardiovascular illnesses, 

stochastic gradient descent used to be used. For each 

generation of the Stochastic Gradient, Descent samples are 

chosen at random using batch, which is a pattern dimension 

instead than the whole dataset size. Selected batches 

resource in the gradient computation for each cycle. Global 

Distribution System (GDS) has a rather incredible accuracy 

of 84.39% in diagnosing cardiovascular disease. 

 

III. PROPOSED METHOD 

A. Methodology 

In the area of cardiovascular medicine, computing device 

studying is becoming increasingly more popular. Despite the 

truth that there are an extra of machine getting to know 

algorithms available, selecting the highest quality approach 

for cardiovascular ailment datasets remains a difficulty. The 

essential motive of the proposed lookup challenge is to 

propose a machine learning-based cardiovascular disease 

prediction device that is extraordinarily accurate. For 

expanded outcomes, we introduced two ensemble phases of 

classifiers such as most vote casting and Stacking for XG 

Boost, Random Forest, and Multilayer Perception. Using a 

variety of modelling techniques or training data sets, 

ensemble modelling is the process of building numerous 

varied models to predict a result. The ensemble model then 

combines each base model’s forecast into a single overall 

prediction for the unobserved data. A dataset is used to train 

a variety of models, and the individual predictions made by 

each model form the basis of an ensemble model. The 

ensemble model then combines the outcomes of different 

models’ predictions to get the final outcome. 

The top of the line machine learning algorithm for dealing 

with cardiovascular disorder instances is consequently 

chosen based totally on the performance of the selected 

classification method. 

1) Data pre-processing 

The first step of data mining involves a significant 

number of missing and noisy values in real-world data. To 

avoid such issues and create reliable forecasts, these data are 

pre-processed. The raw data is unreliable and inadequate. 

The missing data can be eliminated or the mean value can be 

used to fill in the gaps. In this research, we have organized 

dataset from UCI repository with 1025 instances and 15 

attributes as shown in Fig. 1. 

In this paper, we have used total instances (1025) and 

total number of attributes are (14)+1 (Target variables). 

Total 9 categorical attributes of heart disease dataset are 

used in this paper as ['sex', 'cp', 'fbs', 'restecg', 'exang', 

'slope', 'ca', 'thal', 'target'] in Fig. 2. As a result, the data 

acquired must be somewhat adjusted using the Lasso 

features selection approach in order to conduct a successful 

analysis. Two ensemble phases of classifiers such as max 

voting and averaging for XG Boost, Random Forest, 

Multilayer Perception, and Mean Absolute Error (MAE), 

Root Mean Squared Error (RMSE), and R2 for XG Boost, 

random forest, and multilayer perception. 

 

 
Fig. 1. Attributes of cardiovascular disease. 

 

 
Fig. 2. Representation of heart disease dataset attributes. 

 

2) Machine learning 

In data science, machine learning is used to tackle a 

varietyy of challenges. In machine learning, existing data 

contributes in the prediction of outcomes. The authors used 

a strong machine learning approach to study several classes 

in order to enhance statistical analysis. 

3) Features selection 

Reduce the quantity of input attributes before beginning 

data analysis. Not all of the characteristics are equally 

important in predicting success. The existence of several 

characteristics adds complexity to the equation while 

lowering performance. We selected Lasso Regression 

features as follows [34]: 

4) Lasso regression 

1. Lasso regression is a regularisation approach for 

reducing mannequin complexity. Least Absolute 

and Selection Operator is what it stands for. 

2. It’s comparable to the Ridge Regression, except 

instead of a rectangular of weights, the penalty 

term only incorporates absolute weights. 
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3. Because it makes use of absolute data, it may 

minimize the slope to zero, whereas Ridge 

Regression can solely reduce it to near-zero. 

4. L1 regularisation is another identify for it. The 

Lasso regression equation for the cost function will 

be utilised. 

5. For model evaluation, some of the houses in this 

method are entirely ignored. 

6. As a result, the Lasso regression can aid us in 

reducing mannequin over fitting as well as function 

selection. 

5) XGBoost 

XGBoost was created with the aim of enhancing 

computing velocity and model efficiency. XGBoost’s key 

features include [35]: 

1. Creates decision trees in parallel. 

2. Using distributed computing techniques to evaluate 

big, problematic models. 

3. Analyzing large datasets with Out-of-Core 

Computing. 

4. Making the most use of assets by means of 

enforcing cache optimization. 

6) Random forest 

The random wooded area is formed in two phases: the 

first is to mix N choice trees to construct the random forest, 

and the second is to make predictions for each tree created 

in the first phase. 

The steps of the working method are as follows [36]: 

1. Pick K statistics factors at random from the 

education set. 

2. Create selection bushes for the statistics factors you 

have chosen (Subsets). 

3. Decide on the variety N for the choice timber you 

want to create. 

4. Repetition of Steps 1 and 2. 

5. Find the forecasts of every choice tree for new facts 

points, and then allocate the new statistics points to 

the category with the most votes. 

7) Multi-layer perceptron 

A perception receives n features as input (x = x1, x2, …, 

xn), and every of these features is associated to a weight. 

Input aspects ought to be numeric. So, nonnumeric enter 

facets have to be transformed to numeric ones in order to 

use a perception. The Working system can be defined in the 

beneath steps [37]: 

1. Make a list of characteristics to use as input 

variables. 

2. They accomplish this through merging quite a few 

neurons grouped in at least three layers: 

a. A single enter layer that simply passes the 

input aspects to the first hidden layer. 

b. One or more perception layers that are 

concealed. 

c. The characteristics dispersed by means of 

the enter layer are sent into the first 

hidden layer as inputs. 

d. The output of each perception from the 

previous layer is fed into the different 

hidden levels. 

e. One perception output layer that receives 

inputs 

f. Each perception of the closing hidden 

layer’s output. 

g. Perception from the preceding layer’s 

output. 

h. One perception output layer that receives 

inputs 

i. Each perception’s output from the 

remaining hidden layer. 

8) Stacking 

The Working method can be defined in the beneath 

steps [38]: 

1. Similar to K-fold cross-validation, we divided the 

coaching statistics into K-folds. The K-1 

components are fitted using a fundamental model, 

and predictions for the Kth section are created. 

2. For every issue of the education data, we do so. 

3. The overall performance of the fundamental model 

on the take a look at set is calculated by fitting it to 

the whole instruct statistics set. 

4. We repeat the previous three tiers for the remaining 

fundamental models. 

5. The 2nd degree model comprises predictions from 

the teach set as features. 

6. On the take a look at set, the 2d level mannequin is 

employed to produce a prediction. 

The stacking ensemble method works on the prediction 

results obtained by various base classifiers on majority 

voting method. In this method the votes obtained by base 

classifier are combined to predict the classification 

accuracy. 

9) Evaluation matric 

The accuracy, Mean Absolute Error (MAE), and Root 

Imply Squared Error (RMSE) have been all investigated. 

The accuracy of continuous variables is calculated the use of 

MAE and RMSE [39, 40]. The average magnitude 𝑦𝑖 of the 

mistake in a series of predictions is estimated by MAE in 

Eq. (1). 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − �̂�𝑗|

𝑛

𝑗=1

                           (1) 

RMSE is a metric that measures the average size of a 

mistake. It is the square root of the average of squared 

deviations between forecast and actual observation, where n 

is the number of observations and underlying physical 

quantity, such as the exact distance as given in the Eq. (2). 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑗)

2
                        (2)

𝑛

𝑗=1

 

The Relative Absolute Error (RAE) is a simple predictor 

that averages the actual value, where error is the entire 

absolute error represented in percentages. 

𝐸𝑖 =
∑ |𝑃𝑖𝑗 − 𝑇𝑗|

𝑛
𝑗=1

∑ |𝑇𝑗 − �⃐� |𝑛
𝑗=1

                             (3) 

The response variable for the relevant components is 

calculated using the prediction Eq. (3), where Pij is the 

predictor for model I with j records. Tj is the goal value for 

each of the j records, and T is defined in the equation. 
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B. Method 

In this research, we have organized dataset from UCI 

repository with 1025 instances and 15 attributes. All the 

training dataset are prepared by lasso features selection 

method in Fig. 3. The experimental setup is prepared in four 

stages. First and second stage run by XG Boost, Random 

Forest, Multilayer Perception classifiers. These classifiers 

trained with 70% instances of disease attributes and test with 

30% instances. The Stage I & II, calculated error values as 

MAE, MSE, RMSE and Scattered Index values. In Stage III 

& IV, we prepared two proposed two ensemble techniques 

as max voting and stacking by different classifiers such as 

XG Boost, Random Forest, Multilayer Perception to detect 

better results and test on 50% & 70% instances. Finally 

compare Stage I, II, III & IV, prediction model and check 

effect on calculated error values of MAE, MSE, RMSE and 

Scattered Index values. Thus, based totally on the overall 

performance of the selected classification algorithm, the 

fantastic computer learning algorithm is identified for 

dealing with cardiovascular sickness cases. The proposed 

coronary heart disease prediction aim is to help specialists in 

making knowledgeable choices and predictions thru the use 

of laptop learning techniques. 
 

 
Fig. 3. Representation of proposed model for heart disease dataset attributes 

prediction. 

 

IV. RESULT AND DISCUSSION 

A. Result 

Lasso regression technique reducing over fitting of the 

model so the positive coefficients correspond to the high-

skilled features (cp, slop, thalach, fbs and restecg) while 

negative coefficients are typical for the low-skilled features 

(age, chol, trestbps, oldpeak, exang, thal, sex and ca). Large 

absolute value means that feature is more important. Fig. 4 

demonstrates that the motion to right and to left is the most 

characteristic of HDD. In Fig. 4, Lasso regression is a 

regularization approach represents high and low values for 

each feature of heart disease dataset and reducing model 

complexity.  

Because it makes use of absolute data, it may minimize 

the slope to zero, whereas Ridge Regression can solely 

reduce it to near-zero. As a result, the Lasso regression can 

aid us in reducing mannequin over fitting as well as function 

selection. From Fig. 4, it is clear that disease features stand 

between +10 to −10. 
 

 
Fig. 4. Representation of Lasso features selection techniques computation 

for HDD. 

 

We have train used classifiers on 70% heart disease 

dataset instances and generate prediction model.  The 

analysis of machine learning techniques for the heart disease 

prediction. The machine learning model performance as in 

Table I: 

• The MAE, MSE, RMSE and Scattered Index values 

obtained for the XGBoost, are 073.19, 5358.239, 73.18, 

and 41.36, respectively.  

• The MAE, MSE, RMSE and Scattered Index values 

obtained for the Multilayer Perception, are 016.01, 

0256.001, 16.03 and 09.04, respectively.  

• The MAE, MSE, RMSE and Scattered Index values 

obtained for the Random Forest, are 038.49, 1482.09, 

38.47 and 21.75, respectively. 

 
TABLE I: REPRESENTATION OF TRAINING AND TESTING COMPUTATION 

ERROR MODEL FOR CLASSIFIERS 

 Model MAE MSE RMSE SI 

HDDS Training 

Model (70%) 

XGB 073.01 5350.29 74.17 42.39 

MLP 017.03 0258.09 17.09 10.02 

RF 039.47 1484.93 39.69 22.69 

HDDS Test 

Model (30%) 

XGB 173.19 5358.239 73.18 41.36 

MLP 016.01 0256.001 16.03 09.04 

RF 038.49 1482.09 38.47 21.75 

 

We have test used classifiers on 30% heart disease dataset 

instances and generate prediction model. The machine 

learning model performance in the heart disease.  

• The MAE, MSE, RMSE and Scattered Index values 

obtained for the XGBoost, are 073.01, 5350.29, 74.17 

and 42.39, respectively.  

• The MAE, MSE, RMSE and Scattered Index values 

obtained for the Multilayer Perception, are 017.03, 

0258.09, 17.09 and 10.02, respectively.  

• The MAE, MSE, RMSE and Scattered Index values 

obtained for the Random Forest, are 039.47, 1484.93, 

39.69 and 22.69, respectively. 
In this study, we organized two different ensemble 

techniques as Max Voting and Stacking for these three 

classifiers (XGBoost, Multilayer Perception and Random 

Forest). Finally test Max Voting and Stacking ensemble 

techniques on 70% & 50% on heart disease dataset instances 

and calculated results as in Table II:  
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• With the Max Voting Ensemble strategy, the MAE, 

MSE, RMSE, and Scattered Index values were 4.06, 

12.37, 4.35, and 4.63 accordingly in the first iteration. 

For the Stacking Ensemble technique, the values were 

3.47, 8.79, 3.68, and 3.72. 

• In the second experiment, we tested the Max Voting 

and Stacking ensemble techniques on instances from a 

dataset of 50% heart disease, and the calculated results 

were as follows: In the first iteration, we discovered 

that the MAE, MSE, RMSE, and Scattered Index 

values obtained for the Max Voting Ensemble 

technique were 3.17, 8.7, 3.78, and 4.01, respectively, 

and for the Stacking Ensemble technique, they were 

2.76, 6.07, 3.25, and 3.45. 
 

TABLE II: REPRESENTATION OF TRAINING AND TESTING COMPUTATION 

ERROR MODEL FOR ENSEMBLES ON 70% AND 30% HDD 

 Model MAE MSE RMSE SI 

HDDS Test 

Model 

(70%) 

E1 4.06 12.37 4.35 4.63 

E2 3.47 8.79 3.68 3.72 

HDDS Test 

Model 

(30%) 

E1 3.17 8.7 3.78 4.01 

E2 2.76 6.07 3.25 3.45 

 

B. Discussion 

The results of the study showed a very close evaluation 

score for the 70% and 30% heart disease dataset instances. 

With the results of Tables I and II, Figs. 5–8, we found 

Multilayer Perception algorithms perform better or 

evaluated low error values for MAE. The XGBoost and 

Random Forest perform poor for MSE compare to 

Multilayer Perception algorithms. With the results, the 

calculated values of RMSE and Scattered Index are high of 

XGBoost and Random Forest algorithm but Multilayer 

Perception calculated very low error values. 
 

 
Fig. 5. Representation of training computation error model for classifiers of 

HDD. 

 

 
Fig. 6. Representation of testing computation error model for classifiers of 

HDD. 

 
Fig. 7. Representation of training and testing computation error model for 

classifiers on 70% HDD. 

 

 
Fig. 8. Representation of training & testing computation error model for 

ensembles on 70% & 30% HDD. 

 

In the above experiment, it is clear that XGBoost and 

Random Forest algorithms perform poor for both 70% and 

30% heart disease dataset instances. In the second 

experiment, we compared, organized Max Voting Ensemble 

technique and Stacking Ensemble technique and test on 

heart disease dataset instances 70% and 50%. With the 

results, we found Max Voting technique perform poor and 

calculated high error values compare to Stacking Ensemble 

Technique for 70% and 50% heart disease dataset instances. 

Figs. 7 and 8 represent better values of Stacking Ensemble 

technique compare to other ensemble Max Voting method. 

V. CONCLUSION 

In this research, we have proposed two ensemble 

techniques as max voting and stacking for ensemble 

different classifiers such as XG Boost, Random Forest, and 

Multilayer Perception to detect better results. Thus, based on 

the overall performance of the chosen classification 

algorithm, the high-quality computing device studying 

algorithm is recognized for dealing with cardiovascular 

disease cases. The outcomes of the find out about confirmed 

a very close assessment rating for the 70% and 30% heart 

disorder dataset situations in Stage I and II. With the results 

of Tables I and II, we found Multilayer Perception 

algorithms perform better or evaluated low error values for 

MAE, MSE, RMSE and Scattered Index compare to 

XGBoost and Random Forest algorithms. In the Stage III 

and IV of experiment, we test on 70% and 30% instances of 

disease dataset and compared, organized Max Voting 

Ensemble technique and Stacking Ensemble technique with 
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the results.  

In Figs. 7 and 8, the Stacking Ensemble technique 

demonstrates superior performance compared to the Max 

Voting method for ensemble learning. The Stacking 

Ensemble technique combines the outputs of multiple base 

models using a meta-model, leveraging their individual 

strengths to improve overall predictive accuracy. This 

allows it to capture complex relationships and patterns in the 

data more effectively. 

Future learn about may center of attention on improving 

the model’s effectiveness in the categorization of additional 

kinds of medical data, ensuing in a greater economical and 

time-saving answer for patients and clinicians alike. 

Furthermore, research can be executed to investigate high-

dimensional information in coaching for future study. 
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