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Abstract—This paper is proposed for analysis of WiMAX 

performance improvement by coding and iterative decoding 

algorithms. Forward error correction (FEC) is one of the most 

important sections in physical layer of WiMAX system. 

IEEE802.16 standard has offered several types of FEC for 

WiMAX e.g. Reed Solomon and Convolutional Code (RS-CC). 

This paper offers using of two kinds of Turbo codes, Serial and 

parallel concatenated convolutional codes (SCCCs and PCCCs) 

with suitable parameters as FEC for WiMAX. Simulations are 

carried out for RS-CC, SCCC and PCCC. BPSK and 64QAM 

are selected as modulation schemes in simulations. Simulation 

results show that the use of SCCC and PCCC has better 

performance than RS-CC because of their superior coding and 

iterative decoding algorithm in this work.  

 
Index Terms—WiMAX, SCCC, PCCC, iterative decoding 

algorithm. 

 

I. INTRODUCTION 

Worldwide Interoperability for Microwave Access 

(WiMAX) based on IEEE802.16 standard is proposed for 

broadband wireless communications over long distance [1]. 

Some equipment are placed in in transmitter and receiver for 

more reliable data transmission. For instance, coding and 

decoding blocks for error correction. Standard of WiMAX 

has offered using Reed Solomon and convolution codes 

(RS-CC) for coding in transmitter, and Viterbi algorithm 

(VA) for decoding in receiver [2]. 

Convolutional coding is applied for digital communication 

systems because it has real-time decoding with high 

performance. In order to increase performance of coding, a 

large constraint length is required. Consequently complexity 

of decoding increases and it is not desirable. 

Code concatenation is a multilevel coding which was 

offered by Elias in 1950s [3], then Forney continued work on 

concatenated codes and proposed a way to improve error 

correction without increasing the decoding complexity [4]. In 

1993, turbo codes were presented for remarkable 

performance of coding, acceptable decoding complexity, and 

having error correction abilities near to Shannon’s limit [5]. 

They are classified into two groups, serial and parallel 
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concatenated convolutional codes (SCCCs and PCCCs). In 

addition, they are called serial and parallel turbo codes. 

The organization of the paper is as follows: Section II 

explains about encoder structure of SCCCs and PCCCs. The 

decoder structures with iterative decoding algorithms are 

presented in Section III. Physical layer of WiMAX is 

described in Section IV. Simulation results are in Section V. 

Finally, Section VI explains the conclusion and future work. 

 

II. ENCODER STRUCTURE IN SCCCS AND PCCCS  

Fig. 1 and Fig. 2 depict SCCCs, PCCCs encoder which are 

consisted of two convolutional encoders. They are separated 

by an interleaver. First and second encoders in SCCCs are 

called outer and inner encoder, respectively.  

In SCCCs, information is entered into the outer encoder, 

encoded with 1/2 code rate and next sent to the interleaver. 

Outputs of interleaver are sent to the inner encoder and 

encoded with 2/3 code rate. Final code rate of information in 

entered to the encoder for systematic production and two 

parity sequences.  

Quality of coding in SCCCs and PCCCs depend on coding 

parameters and interleaver. Suitable parameters of 

convolutional codes for encoder and interleaver are presented 

in [5], [6].  

 

III. DECODER STRUCTURE IN SCCCS AND PCCCS WITH 

ITERATIVE DECODING ALGORITHM  

Iterative algorithm based on a posteriori probabilities later 

called as the BCJR, Maximum a posteriori (MAP) is used for 

decoding in SCCCs and PCCCs. The algorithm is simplified 

to the log-MAP and the Max-log-MAP algorithms [7]. 

Iterative decoding algorithm is carried out by exchanging of 

estimates of the information bits between two          

Soft-Input/Soft-Output (SISO) decoders as depicted in Fig. 3 

and Fig. 4. This algorithm prepares an estimation of coded   

information bits measured based on their log-likelihood ratio 

by [8]. 
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where uk is the input information bit at time k. 
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Fig. 1. Structure of encoder in serial concatenated convolutional codes [9]. 

 

Fig. 2. Structure of encoder in parallel concatenated convolutional codes [9]. 

 

Fig. 3. Structure of decoder in serial concatenated convolutional codes [9]. 

A. SCCCs Decoder 

Fig. 3 depicts SCCCs decoder which is consisted of two 

SISO or inner and outer decoders. The inner decoder receives 

the channel sequence containing the received information of 

the transmitted systematic bits, parity bits and a priori LLR. 

At the first iteration a priori LLR, )( kuL  is set to zero. After 

a mathematical computation of algorithm [7], a posteriori 

LLR, )|( yuL k can be computed by 

               )()()|( 1 kekckk uLyLuLyuL                    (2) 

where first two terms in (2) depend on input information ku , 

the third term i.e. the extrinsic LLRs, )( ke uL are related to the 

codeword parity bits. )( ke uL , is computed by (3) and 

considered as a priori LLRs, )( kuL   for outer decoder i.e.  

)()( kek uLuL  .  

                klckkke yLuLyuLuL  )()|()(                     (3) 

The outer decoder receives deinterleaved information of 

the transmitted systematic bits, parity bits and a priori LLRs. 

By using algorithm and (2) again, a posteriori LLRs are 

computed. Then information bits, ku can be estimated by 

determination sign of a posteriori LLR with hard decision.  

 

Fig. 4. Structure of decoder in parallel concatenated convolutional codes [9]. 

The decoder estimates bit 1ku  as input information 

when 0)|( yuL k . Likewise, it estimates 1ku  

if 0)|( yuL k . Again )( ke uL   are computed by (3) and 

entered to the interleaver, then sent to the inner decoder, for 

second iteration. Here is the end of first iteration. 

B. PCCCs Decoder 

Fig. 4 depicts PCCCs decoder which is constructed of two 

SISO decoders. First decoder receives systematic bits and 

parity bits and a priori LLRs. As said, in the first iteration a 

priori LLR are set to zero. By applying mathematical 

computation of algorithm and (2), a posteriori LLRs,  

)|( yuL k  are computed. As before said, by determining sign 

of a posteriori LLRs with hard decision, information of the 

first encoder are decoded. )( ke uL is computed by (3) and 

sent to the interleaver and presumed as a priori LLR, 

)( kuL for second decoder.  

Second decoder receives interleaved a priori LLRs, 

systematic bits and parity bits. By using (2) and algorithm, a 

posteriori LLRs are computed. Then information bits can be 

estimated by determining sign of a posteriori LLRs with hard 

decision. Again )( ke uL  are computed by (3) and entered to 

the deinterleaver and sent to the first decoder for second 

iteration. This is the end of iteration in PCCCs. This 

algorithm is repeated for several iterations, as mentioned for 

both of SCCCs and PCCCs. Consequently, with each 

iteration the bit error rate (BER) decreases and performance 

becomes better and better. In order to decrease decoding 

complexity, usually algorithm is carried out only about six or 

eight iterations. 

International Journal of Computer Theory and Engineering, Vol. 5, No. 2, April 2013

327



  

 

Fig. 5. Structure of physical layer of WiMAX. 

 

IV. PHYSICAL LAYER OF WIMAX SYSTEM 

In this paper physical layer of WiMAX simulated in 

MATLAB which is shown in Fig. 5. 

A. Transmitter  

Transmitter is composed as follows [2]: 

 Bernoulli Binary Generator for generation input 

information. 

 Randomizer for prevention of transmission iterative 

zero and one. 

 Encoders which are used in  this paper: 

SCCC, PCCC and RS-CC. 

 Constellation mapping, it is caused coded 

information mapped to determined phase and 

amplitude. Standard offered BPSK, QPSK, 16QAM 

and 64QAM for modulation. It is useful to decrease 

error of transmitted bits and correct deviation from 

real amount of bits easily. 

 Orthogonal Frequency Division Multiplexing 

(OFDM) is a multicarrier modulation, which uses 

Inverse Fast Fourier Transform (IFFT) to produce 

orthogonal sub-carriers for data modulation. 

B. Channel 

In this paper, Additive White Gaussian Noise (AWGN) 

channel is considered.  

C. Receiver 

Receiver is composed of components which invert actions 

of transmitter, i.e. OFDM demodulation which uses Fast 

Fourier Transform (FFT), constellation demapping, decoder 

and derandomizer [2]. 

 

V. SIMULATION RESULTS  

At first, physical layer of WiMAX is simulated by RS-CC, 

SCCC and PCCC in MATLAB software with parameters 

which are shown in TABLE I, II, and III, respectively. The 

Viterbi algorithm is considered for RS-CC decoding. The 

Max-Log-MAP algorithm is used for SCCC and PCCC 

decoding. This work is implemented with BPSK and 64QAM 

modulations. Then results are compared with each other and 

performance is defined based on Bit Error Rate (BER) in 

terms of Eb/N0. 

TABLE I: PARAMETERS  OF  RS-CC. 

Reed Solomon(RS) Convolution code (CC) 

N=255 Code rate R=1/2 

K=239 
Generator 

polynomials 
G1=171     G2=133 

T=8 Constraint length L=7 

TABLE II: PARAMETERS  OF  SCCC. 

Type 

of 

Encoder 

Constraint 

length 

Generator 

matrix 

Feedback 

connection 

Code 

rate 

Outer 3 [7 5] 7 1/2 

Inner [3 3] [7 0 5;0 7 6] [7 7] 2/3 

TABLE III: PARAMETERS  OF  PCCC.  

Constraint 

length 

Generator 

matrix 

Feedback 

connection 
Code rate 

3 [7 5] 7 1/3 

 

Fig. 6, Fig. 7, Fig. 8 and Fig. 9 show that BER decreases 

considerably when number of iterations increases from 1 to 6 

in iterative decoding algorithm for SCCC and PCCC. 

Iterative decoding algorithm is an effective and strong way 

for decoding in SCCC and PCCC in physical layer of 

WiMAX.  For lower Eb/N0, BPSK gives better performance 

than 64QAM in WiMAX. So, BPSK is used when channel 

have bad conditions and both of them (BPSK and 64QAM) 

can be used in high Eb/N0. Fig. 10 and Fig. 11 show using of 

SCCC and PCCC as FEC in physical layer of WiMAX, lead 

to better performance than RS-CC. 
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Fig. 6. BER versus Eb/N0 for BPSK in SCCC, Iteration=6. 
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Fig. 7. BER versus Eb/N0 for 64QAM in SCCC, Iteration=6. 

0 1 2 3 4
10

-5

10
-4

10
-3

10
-2

10
-1

Eb/N0(dB)

B
E

R

 

 

Iter1

Iter2

Iter3

Iter4

Iter5

Iter6

 

Fig. 8. BER versus Eb/N0 for BPSK in PCCC, Iteration=6. 
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Fig. 9. BER versus Eb/N0 for 64QAM in PCCC, Iteration=6. 
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Fig. 10. BER versus Eb/N0 for BPSK in RS-CC, SCCC, PCCC. 

0 5 10 15 20 25 30
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Eb/N0(dB)

B
E

R

 

 

RS-CC

SCCC

PCCC

 

Fig. 11. BER versus Eb/N0 for 64QAM in RS-CC, SCCC, PCCC. 
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VI. CONCLUSION 

WiMAX performance is improved by using SCCC, PCCC 

as FEC. Results show that SCCC and PCCC had better 

performance than RS-CC because of their superior coding 

and iterative decoding algorithms in this work. Using BPSK 

and 64QAM modulation with FEC were effective in various 

conditions of channel in terms of Eb/N0. Future work will 

involve investigating about fading channel, structure of 

interleaver and types of generator matrices to try in physical 

layer of WiMAX. 
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