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Abstract—Data Engineering is one of the Knowledge 

Elicitation and Analysis methods, among serveral techniques; 

Feature Selection methods play an important role for these 

processes which are the processes in data mining technique 

esspecially classification tasks. The filtering process is an 

important pre-treatment for every classification process. Not 

only decreasing the computational time and cost, but selecting 

an appropriate variable is increasing the classification accuracy 

also. In this paper, the Thalassemia knowledge was elicited 

using Data engineering techniques (PCA, Pearson’s Chi square 

and Machine Learning). This knowledge presented in form of 

the comparison of classification performance of machine 

learning techniques between using Principal Components 

Analysis (PCA) and Pearson’s Chi square for screening the 

genotypes of β-Thalassemia patients. According to using PCA, 

the classification results show that the Multi-Layer Perceptron 

(MLP) is the best algorithm, providing that the percentage of 

accuracy reaches 86.61, K- Nearest Neighbors (KNN),  

NaiveBayes, Bayesian Networks (BNs) and Multinomial 

Logistic Regression with the percentage of accuracy 85.83,  

85.04, 85.04 and 82.68. On the other hand, these results were 

compared to the Pearson’s Chi Square and presented that…. 

 In the future, we will search for the other feature selection 

techniques in order to improve the classification performance 

such as the hybrid method, filtering mathod etc. 

 
Index—Knowledge elicitation, data engineering, feature 

selection, principal component analysis (PCA), pearson’s chi 

square, machine learning, β-thalassemia. 

 

I. INTRODUCTION 

Over the past decades, Knowledge and Data Engineering 

(KDE) have been applied extensively in many areas such as 

engineering, sciences, medical [1], [2]. The various issues of 

KDE include [3].  

- Representation and manipulation data and knowledge 

- Architecture of database, expert, Knowledge-based 

system 

- Construction of data/knowledge-based  

- Aplicaions: Data administration, knowledge 

engineering  

- Linguistic tools 

- Comunication aspects 

Among related various KDE techniques, Data Mining 

(DM) or Knowledge Discovery in Database (KDD), which is 

one of the popular research issues, applied to data analysis in 
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the last 50 years [4]. The concept of this technique is the 

process to extract knowledge from the huge data [5]. This 

technique is not only the combination of Machine Learning, 

and Statistics but related to database system and various 

disciplines also. There are 4 main types of DM tasks, 

including Association rules, Clustering, Classification, and 

Summarization. Among DM tasks, classification task is well 

known for solving complex problems especially, medical 

diagnosis. 

Nowadays, β-Thalassemia, the common genetic disorder 

can be found around the world especially, in Asia and 

Thailand. As the permanent problems of the Thalassemia 

genetic widespread which are the complex diagnostic 

processes, lack of genetic counselors, lack of expert 

knowledge, expensive equipments the time consuming in 

labolatory and a few research on Thalassemia. For these 

problems, KDE techniques including PCA, Pearson’s Chi 

square and Machine Learning will be applied to elicit 

β-Thalassemia knowledge and compared the obtained results 

to the results of the other techniques in the previous research.  

In this paper, firstly, the introduction of the Thalassemia 

elicitation using DE (PCA, Pearson’s Chi square and 

Machine Learning) will be reviewed. Next, KDE will be 

illustrated in terms of the theory and historical review. In the 

third section, Materials and Methodology of this study will be 

proposed and the fourth section the results of this study will 

be presented as the comparison of using Pearson’s Chi square, 

PCA and Machine Learning algorithms for classifying the 

β-thallassemia patients to the obtained results of the 

classification performance form the previous research for 

example, Multi-Layer Perceptron (MLP), K- Nearest 

Neighbors (KNN), NaiveBayes, Bayesian Networks (BNs) 

and Multinomial Logistic Regression. Finally, we shall 

conclude this paper and discuss some future research issues 

in Section 5. 

 

II. FEATURE SELECTION IN KDE 

Knowledge and Data Engineering is one of the 

methodologies for sloving complex problems which it can 

provide the excellently solutions [6]. Among several 

proceses of KDE, the permanent method in KDE process is 

Feature selection technique. This method is the filtering 

variable technique that the concept based on the finding 

correlation (relationships) between variables. There are 4 

main approaches for feature selection algorithms including 

filter method, wrapper methods, embeded methods and 
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hybrid methods [7]. The advantages of this technique are not 

only selecting the appropriate variables but also reducing the 

run time consuming. Moreover, these techniques have widely 

popular used in DM or KDD processes. The feature selection 

techniques are used to select the appropriate features in the 

initial process of DM called the selecting process and these 

selected variables are provided in the transformation prcess 

in the next step. Then the transformed data is sent to the data 

mining process to find the patterns of data by using clustering, 

classification, association rules and summarization 

algorithms depend on the purposes of those studies and these 

patterns are interpreted to discover knowledge in the final 

step [8].  

In the third section, theory of Pearson’s Chi square and 

PCA are illustrated for filtering related variables.     

 

III. PEARSON’S CHI SQUARE VS. PCA 

A. Pearson’s Chi Square 

In case of the data is not normal form, the non-parametric 

statistics is selected to parameter and Googness of fit test. 

Among feature selection techniques such as Runs, Binomial, 

Kolmogorov-Smirnov, Mann-Whitney, Wald-Wolfowiz, 

Sign, Wilcoxon, Median, Kruskal Wallis, Friedman, 

McNemar, Cochran Q etc., Pearson’s Chi square is a popular 

non-parametric method to parameter and normal distribution 

test for data in norminal scale. Moreover, this technique is 

used for the independent test. The equation of the 

test-statistic shown below, 

 
by Ei can be calculated as 

 
and x2 = Pearson's cumulative test statistic, which 

asymptotically approaches a x2 distribution. 

Oi= an observed frequency; 

Ei = an expected frequency, affirmed by the null hypothesis; 

n = the number of cells in the table. 

The chi-squared statistic can be transformed to 

a p-value by comparing the value of the statistic to 

a chi-squared distribution. The number of degrees of 

freedom is calculated by the number of cells n, minus the 

reduction in degrees of freedom p. 

B. Principal Component Analysis (PCA)[9], [10]. 

Factor Analysis is the technique that groups the related 

variables to the same group. The variables that have the high 

relationship will be in the same factor and the directions of 

the relationship may possibly be positive (the same direction) 

or negative (not the same direction) direction. On the other 

hand, variables that are in the defferent factor, it means that 

these variables are not related.  

The objectives of Factor Analysis are not only to reduce 

the number of variables by grouping related variables to the 

same factor (The number of factor must be less than the 

number of varibles) but also to confirm the accuracy of 

weighted values of variables in some research. 

The linear equation of Factor Analysis shown below, 

Fj=Wj1X1+Wj2X2+……+WjnXn+e 

and 

Xj = jth variable  

Wj= jth coefficent    

Moreover, the linear combination of Xi in each factor can 

be derived as 

Z1=L11F1+L12F2+……+L1mFm+e1 

Z2=L21F1+L22F2+……+L2mFm+e2 

Zn=Ln1F1+Ln2F2+……LnmFm+en 

and 

Zi = the standardized Xj variable; j=1, 2, …., n 

n  = the number of variables 

m = the number of factors; m < n 

F1,….., Fm = common factors 

e  = error 

In the fourth section, the concerned materials for screening 

β-Thalassemia is presented. 

 

IV. MATERIALS 

β-Thalassemia, a common genetic disorder, which can be 

found around the world in particular in the area as same as 

Malalia where the main areas locate in Asia pacific including 

Myanmar, Indonesia, Malesia, Cambodia, Vietnam, Loas and 

Singapore. Especially, Thailand, there are many types of 

thlassemia as the reason that the mutation of its genetics and 

statistic shows that 12125 new babies born with this disease. 

For this reason, 127 β-Thalassemia data sets form the hospital 

in Northern Thailand were collected to classify types of 

β-Thalassemia using KDE techniques (Pearson’s Chi square, 

PCA and Machine Learning) [11]. The 7 indicators for 

diagnosis this disease shown in Table I below,   

TABLE I: THE DATA SETS OF Β-THALASSEMIA 

Variables Directions 

Genotype of children Output 

F-cell of children Input 

HbA2 of children Input 

HbA2 of father Input 

HbA2 of mother Input 

Genotype of father Input 

Genotype of mother Input 

In the next section, the methodology for this study is 

reviewed. 

 

V. METHODOLOGY 

The methodology for discovering Thalassemia knowledge 

using KDE (Pearson’s Chi square, PCA and Machine 

Learning) presented in Fig. 1. belows, 
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To interview  experts about 

Thalassemia disease such as 

Thalassemia screening processes, 

types of Thalassemia using 

CommonKADs Templetes.
To study about the 

Thalassemia 

documents such as 

Thalassemia 

screening 

processes, types of 

Thalassemia.

To collect the 

Thalassemia data.

To filter the Thalassemia variables 

using Knowledge and Data 

Engineering such as Pearson’s Chi 

square test, PCA.

To classify types of β-Thalassemia 

using Machine Learning 

Techniques such as MLP, KNN, 

BNs, GAs, BLR, MLR etc.

The best 

Model

To implement Knowledge Based 

Diagnosis Decision Support System 

for screening Thalassemia.

No

No

Yes

 

Fig. 1. The methodology for discoverying thalassemia. 

According to the procedure of this study, the knowledge 

elicitation processes start at the first step, the related 

Thalassemia knowledge were captured from expert such as 

biochemistry, nurse, and medical practitioner and   

documents by using CommonKads templete (Diagnostic 

templete). These were used to define the Tlassemia indicators 

that shown in Table I. Then the 127 β-Thalassemia data sets 

were collected from the Northern hospital in Thailand. In the 

Third step, colleted data were filtered to select the 

appropriate variables for screening β-Thalassemia through 

the classification algorithms such as MLP, KNN, BNs, BRL 

etc. The obtained results of these algorithms were compared 

to select the best algorithm to develop the Thalassemia 

Knowledge-Based Diagnosis Decision Support System. 

In the next section, the results of each step were illustrated 

as the comparison of classification performance of using 

feature selection methods and Machine learning Techniques.   

 

VI. RESULTS 

The obtained results of each process are reviewed in this 

section. The comparison of classification performance 

(Acuracy percentage) of using MachineLearning algorithms 

between Pearson’s Chi square and PCA is demonstrated as 

the different data types including interval and norminal scale 

that present in Table II. In addition, the run time comparison 

of these algoritms is presented in Table II also. 

The classification performance (Accuracy Percentage) of 

using Pearson Chi-square and Machine Learning techniques 

shows that the best algorithm is KNN with 88.97% of 

accuracy. On the other hand, MLP, NaiveBayes, BNs and 

MLR obtained 87.40%, 84.25%, 83.46% and 81.89% 

respectively for Interval scale. In case of Norminal scale, 

there are tree best algorithms including, KNN, MLP, and 

BNs with 85.83%. For MLR and NaiveBayes reached 

84.25% and 84.47% respectively (Fig. 2). 

The comparison of execution time of using Pearson 

Chi-square and Machine Learning techniques shows that 

fastest algorithm is KNN and BNs for interval scale with the 

run time 0.00 Minute as same as Norminal scale (Fig. 3).  

These comparisons reveal that KNN is the best algorithm 

in both interval and norminal scale in case of using Pearson 

Chi-square and Machine Learning techniques. 

TABLE II: ACCURACY PERCENTAGE OF USING PEARSON’S CHI SQUARE AND 

MACHINE LEARNING TECHNIQUES  

Method 

HbA2 (Interval 

scale) 

HbA2 (Norminal scale) 

Accuracy (%) Time Accuracy (%) Time 

KNN 88.9764 0.00 85.8268 0.00 

Multilayer 

Perceptron 87.4016 1.28 85.8268 1.20 

NaiveBayes 84.252 0.02 83.4646 0.02 

Bayesian 

Networks 83.4646 0.00 85.8268 0.00 

Multinomial 

Logistic 

Regression 81.8898 0.25 84.252 0.16 

 

 

Fig. 2. The accuracy percentage of using pearson’s chi square and machine 

learning techniques. 

 

Fig. 3. The run time of using pearson’s chi square and machine learning 

techniques 

The classification performance (Accuracy Percentage) of 

using PCA and Machine Learning techniques shows that the 

best algorithm is MLP with 86.61% of accuracy. On the other 

hand, KNN, NaiveBayes, BNs and MLR obtained 85.83%, 

85.04%, 85.04% and 82.68% respectively for interval scale. 

In case of norminal scale, there are two best algorithms 

including, KNN, and MLP with 85.83%. BNs and MLR 

reached 83.47% and NaiveBayes 81.10% (Fig. 4). 

The comparison of execution time of using PCA and 

Machine Learning techniques shows that fastest algorithm is 

KNN and NaiveBayes for interval scale with the rum time 

0.00 Minute, for Norminal scale, they are KNN and BNs with 

the run time 0.00 Minute (Fig. 5).  
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These comparisons reveal that KNN is the best algorithm 

in both interval and norminal scale in case of using PCA and 

Machine Learning techniques. 

TABLE III: ACCURACY PERCENTAGE OF USING PCA AND MACHINE 

LEARNING TECHNIQUES  

Method 

HbA2 (Interval 

scale) 

HbA2 (Norminal scale) 

Accuracy (%) Time Accuracy (%) Time 

KNN 85.8268 0.00 85.8268 0.00 

Multilayer 

Perceptron 86.6142 6.05 85.8268 9.84 

NaiveBayes 85.0394 0.00 81.1024 0.02 

Bayesian 

Networks 85.0394 0.30 83.4646 0.00 

Multinomial 

Logistic 82.6772 0.50 83.4646 0.48 

 

 

Fig. 4. The accuracy percentage of using PCA and machine learning 

techniques. 

 

Fig. 5. The run time of using PCA and machine learning techniques. 

 

VII. CONCLUSIONS 

In conclusion, the comparison of using KDE (Pearson’s 

Chi square, PCA and Machine Learning Techniques) for 

screening β-Thalassemia reveals that the best algorithm of 

using Pearson’s Chi square obtained the best classification 

performance (KNN, 88.97%) in case of interval scale 

compare to the results of using PCA and the algorithms that 

obtained the fastest run time include KNN, BNs and 

NaiveBayes. In the previous paper, there are many 

classification algorithms that were used to classify on this 

data set for example the using Reasoning metrics, 

Polychromatic set and BNs for representing Tlassemia 

knowledge in graphical model [7], [12]. Moreover, Binomial 

Logistic Regression based on Classical (Maximun 

Likelihood) and Bayesian (MCMC) statistics were used to 

classify these types of Thalassemia and obtained the 

complacent results (More than 90% of accuracy in each type) 

[13], [14]. In addition, the rule induction techniques such as 

C5.0 and CART were used to elicit the Thalassemia 

knowledge to improve the quality of data to achieve the 

objectives of this study [15].  

In the future, the hybrid classification methods such as 

BLR-SVM and Fuzzy-GAs and etc. were applied on this data 

set to increase the classification performance.  
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