

 

Abstract—Wavelet theory is one of the greatest achievements 

of last decade. The results produced by wavelet based analysis 

have really astonished the modern research communities in 

various fields. Wavelet based analysis is still an active research 

area due to its tremendous variety of applications. This paper 

provides the comparative analysis of various wavelet 

transforms to recognize ancient Grantha script. Grantha 

Script is an ancient script that is used in southern part of India 

to write Sanskrit language and the motivation of this work is to 

explore the hidden information from the ancient documents 

written in Grantha script. For the recognition of ancient 

Grantha script, a comparative analysis of various transforms 

like haar, biorthogonal, coiflet, daubechies, discrete meyer and 

symlet wavelet families are carried out. Discrete meyer wavelet 

produces the highest recognition efficiency compared to other 

wavelet families. In this work, the Feed Forward Neural 

network is used for classification purpose. 
 

Index Terms—Biorthogonal, coiflet, daubachies, discrete 

meyer, grantha script, symlet. 
 

  

Manuscripts of ancient India are rich resources for 

knowledge in astrology, astronomy, vedic mathematics, 

literature, philosophy. Here an automated character 

recognition system has been proposed for recognition of 

Grantha Script found in manuscripts like palm leaves 

(thaliyolas).  

Grantha script is one of the oldest scripts used in Ancient 

India to write Sanskrit language. Grantha characters consist 

of 16 vowels, 9 numerals and 34 consonants (Fig. 1). 

  

L.Huang et al. [1] proposed a new multiresolution 

recognition scheme for handwritten Chinese character 

recognition in which an input pattern is recognized by 

adopting the coefficients of the wavelet transforms. T. T. T. 

Bui et al [2] proposed a method where combination of 

wavelet transforms and PCA has been used as character 

feature for classification. L. Renjini, R. L. Jyothi [3] 

performed a survey on various types of wavelet transform 

and its applications. Lee et al [4] proposed a system for 

recognition of handwritten numerals with coefficients of 

wavelet transforms are extracted as a multiresolution feature 
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vector by convolving haar wavelets with a character image 

and multilayer neural network is trained with this 

multiresolution feature vector. This method enables us to 

have a scale invariant interpretation of the character image 

and the details of character image at different resolutions 

generally characterize different physical structures of the 

character coefficients obtained from wavelet transform. 

They are very useful in recognizing totally unconstrained 

handwritten numerals. Suzete E. N. Correia et al [5] in the 

paper found an approach for off- line recognition of 

unconstrained handwritten numerals. This approach uses the 

Cohen-Daubechies family of biorthogonal spline wavelets 

as a feature extractor for absorbing local variations in 

handwritten characters and a multilayer cluster neural 

network as classifier. The human vision system effortlessly 

recognizes familiar shapes despite all changes and 

distortions found in the retinal images. In [6] an approach 

for recognition of handwritten character was proposed, 

which is based on human perception. In [7] a method was 

proposed based on Mexican hat wavelet kernel for license 

plate character recognition. In [8] a method was proposed 

based on wavelet energy derived using wavelet transform 

coefficients for recognition of hand written characters. In [9] 

a method was proposed based on local binary pattern 

calculated on the character images decomposed using 

wavelet transform. In [10] a survey on multiscale image 

analysis like contourlet, ridgelet, curvelet and their 

applications was carried out. 
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Fig.1. Grantha characters.
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I. INTRODUCTION

II. RELATED WORKS



  

A. Preprocessing:  

The major steps in character preprocessing are image 

enhancement, noise removal, contrast adjustment, 

binarization, and morphological operation. In this work 

binarization is carried out using Otsu’s method and thinning 

is carried out by comparing morphological skeletonization 

operations and Hilditch algorithm [11]-[13]. 

B. Feature Extraction:  

In this paper different versions of daubechies, discrete 

meyer, symlet, coiflet, biorthogonal spline wavelet and 

reverse biorthogonal wavelets are analyzed and compared 

for recognition of Ancient Grantha Characters. Wavelet 

transform [13], [14] allows researchers to manipulate 

specific types of patterns hidden in data. It performs data 

analysis from courser to finer details. This transform 

performs both time and frequency localization and has been 

developed to overcome the deficiency of fourier transform 

that performs only frequency localization. 

 Daubechies wavelet: 

In Daubachies wavelet system there is no explicit 

function but the operation is carried out using wavelet and 

scaling coefficients which forms the low pass and high pass 

filter coefficients. The scaling function and wavelet function 

of wavelet transform is given by 

𝜙(𝑡) =  ∑ ℎ(𝑘)√2 𝑁−1
𝑘=0 𝜙(2𝑡 − 𝑘)k)                   (1) 

𝛹(𝑡) =  ∑ 𝑔(𝑘)√2 𝜙(2𝑡 − 𝑘)𝑁−1
𝑘=0 k)                   (2) 

In this paper 15 versions of daubechies are analyzed for 

the recognition of grantha characters (db1-db15 or DB2-

DB20). Up to level 3 of decomposition is carried out and the 

number of zero crossings [15] and the Principal components 

of detail part of the wavelet decomposition taken as features 

for classification. 

2) Coiflet:  

Coiflet wavelets are obtained by imposing varnishing 

moment condition on both scaling and wavelet functions 

and thereby inducing more coefficients. In this case the 

minimum number of taps is four. If the number of tap is 

N=6p then 2p number of vanishing moments are there in 

wavelet function and 2p-1 vanishing moments in scaling 

function.  

3) Symlet:  

The solutions for wavelet given by Daubechies are not 

always unique and have maximum smoothness. Based on 

the intention to induce symmetry to the solutions   

daubechies induced symlets. The constraints that has been 

induced into symlets are orthogonal, compact support filter 

length of N=2p.It has p vanishing moments and it is nearly 

linear phase. 

4) Biorthogonal wavelet system:  

In Biorthogonal systems scaling and wavelet functions 

are developed based on orthogonality principle in vector 

space. Consider two square matrices A and B let a1, a2....be 

the row vectors of matrix A and b1, b2... are row vectors of 

matrix B. Two matrices are said to be biorthogonal if i ≠ j 

𝑎𝑖 ⊥ 𝑏𝑗  else 𝑎𝑖  is not perpendicular to 𝑏𝑗  where 𝑎𝑖  is not 

perpendicular to 𝑎𝑗, 𝑏𝑖 is not perpendicular to 𝑏𝑗 for all i and 

j. In case of biorthogonal wavelet system the properties of 

scaling and wavelet functions are designed based on the 

property of biorthogonality. 

∫∅(𝑡 − 𝑘)(∅̃) (𝑡 − 𝑚)𝑑𝑡 = 0  If  k ≠ m, 

otherwise = 1                                                       (3) 

5) Discrete meyer wavelet:  

The Meyer wavelet (dmey) which is an infinitely regular 

orthogonal and symmetrical wavelet, named after another 

one of the originators of the field, Yves Meyer. The Haar 

and Daubechies are compactly supported orthogonal 

wavelets. These wavelets along with Meyer wavelets are 

capable of perfect reconstruction. Reconstructed images 

quality is measured by the peak signal noise ratio, which is 

obtained by maximum discrete Meyer wavelet. The Meyer 

wavelet and scaling function are defined in the frequency 

domain as. 
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C. Classification 

Classification is the process of assigning the data to their 

corresponding class with respect to similar groups with the 

aim of discriminating multiple objects from each other 

within the image. The wavelet features extracted from the 

above phase are trained and tested with feed forward neural 

network with 150 hidden neurons. Classifier compares input 

features with stored pattern and find out best matching class 

of input. 

 

  

The experiments are carried out in the folios of the palm 

leaves taken from Oriental Research Institute, University f 

Kerala. Grantha characters were extracted from 4,015 folios 

of ancient palm leaves. Example of a grantha palm leaf is 

shown in Fig. 2.  
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1)

Fig. 2. A palm leaf containing grantha characters.

III. HANDWRITTEN CHARACTER RECOGNITION

IV. RESULT AND DISCUSSION



Forty two different grantha characters of minimum 290 

samples each were selected for training the neural network 

classifier. The scanned images of the palm leaves are 

subjected to following steps of processing.  

 Binarization using otsu’s method[16] 

 Thinning  using hilditch algorithm[17] 

 Segmentation using combination of projection 

analysis and connected components labeling [18], 

[19]. 

 Feature extraction using different family of wavelet 

transform 

 

 

Fig. 3. Binarization result of a sample palm leaf using Otsu’s method. 

 

Fig. 4. Thinning result of a sample palm leaf using Hilditch algorithm. 

 

Fig. 5. Segmentation result of grantha character ‘dha’. 

TABLE I: RECOGNITION EFFICIENCY PLOTTED USING CONFUSION MATRIX 

FOR 10 CHARACTERS 

Feature Vector Accuracy in % Feature length 

bior1.1 94 692 

bior1.3 90 756 

bior1.5 90 828 

bior2.2 90 756 

bior2.4 86 828 

bior2.6 90 896 

bior2.8 86 968 

bior3.1 88 732 

bior3.3 86 796 

bior3.5 88 868 

bior3.7 90 936 

bior3.9 88 1008 

bior4.4 90 828 

bior5.5 92 868 

bior6.8 90 968 

coif1 90 756 

coif2 88 868 

coif3 86 968 

coif4 88 1072 

coif5 90 1172 

db1 92 692 

db2 90 732 

db3 92 756 

db4 90 796 

db5 86 828 

db6 88 868 

db7 90 896 

db8 86 936 

db9 90 968 

db10 86 1008 

db11 92 1032 

db12 92 1072 

db13 90 1104 

db14 88 1144 

db15 86 1172 

Haar 92 692 

Dmey 90 2412 

rbio1.1 88 692 

rbio1.3 90 756 

rbio1.5 92 828 

rbio2.2 90 756 

rbio2.4 94 828 

rbio2.6 92 896 

rbio2.8 88 968 

rbio3.1 92 732 

rbio3.3 92 796 

rbio3.5 92 868 

rbio3.7 88 936 

rbio3.9 84 1008 

rbio4.4 88 828 

rbio5.5 86 868 

rbio6.8 92 968 

sym2 90 732 

sym3 92 756 

sym4 90 796 

sym5 88 828 

sym6 90 868 

sym7 86 896 

sym8 88 936 

sym9 88 968 

sym10 84 1008 

The above methods for preprocessing steps like 

binarization, thinning and segmentation were selected based 

on literature analysis. Most of the papers in the area of 
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Binarization result of a grantha palm leaf when subjected 

to otsu’s binarization is shown in Fig. 3. Thinning result of 

the binarized grantha palm leaf using Hilditch thinning 

algorithm is shown in Fig. 4. The thinned result of the 

source palm leaves are subjected to segmentation using 

combination of projection analysis and connected 

components labeling. The touching characters resulted after 

segmentation using combination of projection analysis and 

connected components are submitted for further 

segmentation using drop fall algorithm [20]. Fig. 5 shows 

the segmentation result of grantha character ‘dha’.



character recognition reported these methods to be efficient 

for concerned steps in preprocessing. Each resultant isolated 

grantha character is subjected for feature extraction 

procedure using different families of wavelet transform. 

Different families of wavelets arebiorthogonal (bior), coiflet 

(coif), Daubechies (db), reversebiorthogonal (rbio), haar, 

Discrete Meyer transform (Dmey) and symlet (Sym). 

Daubechies wavelet family of versions from db1-db15 are 

used for feature extraction. The Daubechies wavelet family 

is characterized into different versions based on the 

varnishing moment concept.  The Daubechies family db1 

has one vanishing moment, db2 has two vanishing moment 

db3 has 3 vanishing moments and so on. Biorthogonal 

wavelets of versions bior 1.1 to 6.8 are also used for feature 

extraction of isolated grantha characters. In case of 

biorthgonal wavelets each version is denoted by biorx.y 

where x indicates the vanishing moments for analysis part 

(decomposition) and y indicates the vanishing moments for 

synthesis part (reconstruction).In case of reverse 

biorthogoanl versions from rbio1.1 to rbio6.8 are used for 

feature extraction. Various families in reverse biorthogonal 

wavelets differ in the vanishing moments of analysis and 

synthesis part as in biorthogonal wavelets. In case of Coiflet 

(Coif) versions from Coif1-Coif5 are used for analysis. 

Coiflet wavelet family is characterized into different 

versions  based on  vanishing moment concept of wavelet 

functions and scaling functions. In case of symlets versions 

sym1-sym5 is used for character analysis. The symlet 

wavelet is classified into different versions based on the 

number of vanishing moments for scaling functions. The 

feature vectors generated as the result of applying different 

wavelet transforms were fed to ANN classifier for 

classification. Feed forward neural network with 150 hidden 

neurons are trained with the feature vectors corresponding to 

each character. The results analyzed based on confusion 

matrices generated while applying different families of 

wavelet transform on grantha characters are shown in Table 

I, III and V. In Table I recognition efficiency of various 

wavelet coefficients when neural network is trained with 10 

different characters of minimum 290 samples each is 

demonstrated. From the result analysis it is found that only 

some of the versions of wavelet families produces efficiency 

of recognition above 90 percentage All those versions of 

wavelet transform that has produced recognition efficiency 

above 90 percentage when tested with 10 different 

characters of minimum 290 samples each is tested with 20 

different characters of minimum 290 samples each and those 

with the highest efficiency is again tested with 42 different 

characters  with minimum 290 input samples each. From 

Table I it can be concluded that on considering each family 

of wavelet transform, some of the versions in each family of 

wavelet transform tend to produce recognition efficiency 

greater than 90 percentages. Some of the versions in each 

family of wavelet transform along with haar and discrete 

mayer produce recognition efficiency greater than 90. When 

tested with 10 entirely different characters a particular 

version in biothogonal and reverse biorthogonal tends to 

produce the highest recognition efficiency compared to all 

other wavelet families. The average recognition efficiency 

of each class of wavelet family when tested with 10 

characters is shown in Table II and illustrated in Fig. 6. 

Table III shows the recognition accuracy of selected 

versions of wavelet transforms when the neural network is 

trained with wavelet coefficients of 20 characters with 290 

samples each. Based on analysis of Table III it can be seen 

only various versions in three of the wavelet families 

produces recognition efficiency of 80 percentage and above. 

The three concerned wavelet families are Biorthogonal, 

Coiflet and Discrete meyer. In biorthogonal family only 3 

versions produce recognition efficiency above 90 percentage 

and in coiflet one version. These versions in the 

corresponding wavelet families were chosen for training and 

testing with more number of characters.  

TABLE II: AVERAGE RECOGNITION ACCURACY USING 10 ENTIRELY 

DIFFERENT CHARACTERS OF MINIMUM 290 SAMPLES EACH 

Feature vector 
Average 

RecognitionAccuracy in % 

Biorthogonal(Biortho) 89.2 

Coiflet(Coeff) 88.4 

Daubechies(Db) 89.2 

Symlet(Sym) 88.44444 

Reverse 

Biorthogonal(Rbio) 
89.86667 

Haar 92 

Discrete 

Meyer(Dmey) 
90 

 
Fig. 6. Response of different wavelet transforms for 10 characters of 

minimum 290 samples each. 

Table V shows the recognition efficiency of selected 

wavelet family versions when neural networks were trained 

with 42 characters of minimum 290 samples each.From the 

analyzed results it can be seen that discrete meyer wavelet 

transform  produce the highest recognition efficiency. The 

size of the feature vector that has been derived for 

classification for each wavelet based method is shown in the 

concerned tables. As the size of feature vector in case of 

discrete mayer transform is larger compared to other 

wavelet families the time taken for classification of discrete 

meyer transform is slightly higher compared to other 

wavelet families. But the recognition efficiency of discrete 

meyer transform feature vectors are very larger compared to 

other wavelet transforms which overrides its inefficiency of 

time for recognition. 
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TABLE III: RECOGNITION EFFICIENCY PLOTTED USING CONFUSION 

MATRIX FOR 20 CHARACTERS 

Feature Vector Accuracy in % Feature length 

bior1.1 84 692 

bior1.3 80 756 

bior1.5 77 828 

bior2.2 80 756 

bior2.6 78 896 

bior3.7 70 936 

bior4.4 78 828 

bior5.5 75 868 

bior6.8 74 968 

coif1 80 756 

coif5 77 1172 

db1 77 692 

db2 78 732 

db3 74 756 

db4 71 796 

db7 77 896 

db9 75 968 

db11 77 1032 

db12 74 1072 

db13 77 1104 

Haar 77 692 

dmey 80 2412 

rbio1.3 78 756 

rbio1.5 78 828 

rbio2.2 74 756 

rbio2.4 75 828 

rbio2.6 79 896 

rbio3.1 76 732 

rbio3.3 74 796 

rbio3.5 77 868 

rbio6.8 79 968 

sym2 78 732 

sym3 74 756 

sym4 77 796 

sym6 75 868 

   
The average response for each wavelet family is shown in 

Fig. 6, Fig. 7 and Fig. 8. The average response of different 

wavelet families for 10 characters of minimum 290 samples 

each is shown in Fig. 6 and Table II. The average response 

of different wavelet families for 20 characters of minimum 

290 samples each is shown in Fig. 7 and Table IV. 

TABLE IV: AVERAGE RECOGNITION ACCURACY USING 20 ENTIRELY 

DIFFERENT CHARACTERS OF MINIMUM 290 SAMPLES EACH 

Feature vector 

Average 

RecognitionAccuracy 

in % 

Biorthogonal(Biortho) 
77.33333 

 

Coiflet(Coeff) 
78.5 

 

Daubechies(Db) 
75.55556 

 

Symlet(Sym) 88.44444 

Reverse 

Biorthogonal(Rbio) 

76.66667 

 

Haar 
77 

 

Discrete 

Meyer(Dmey) 

80 

 

 

Response of different wavelet families for 42 characters 

of minimum 290 samples each is shown in Fig. 7 and Table 

VI. As the methods which shows lower recognition 

efficiency is eliminated for each further iteration of 

classification, last classification iteration with 42 characters 

were experimented only with three wavelet family (Table 

III).  

 

 
 

 

239

International Journal of Computer Theory and Engineering, Vol. 9, No. 4, August 2017

Fig.7. Average response of various wavelet transform for 20 different

characters with minimum 290 samples each.

When trained with 10 entirely different characters and 20 

entirely different characters, biorthogonal wavelet transform 

shows higher recognition efficiency compared to decrete 

meyer transform but as the number of characters increased 

to 42 discrete meyer transform shows the highest 

recognition efficiency.When the number of characters are 

increased to 42, more characters with similar almost 

geometry are included. From the analyzed it can be 

concluded when there is a large difference in the structure of 

patterns to be recognised, feature vectors of  some of the 

versions in almost all wavelet families prooves to efficient 

in recognition by classifiers. As the similarity between 

characters increases some of the wavelet families overide 

other. Discrete Meyer, Biorthogonal and reverse 

biorthogonal prooves to be better compared to other wavelet 

families when the structure similarities of character 
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increases. But when there is a high similarity between 

characters discrete meyer transform overrides all other 

wavelet families.Therefore from the analyzed results it can 

be concluded that decrete meyer tranform is efficient 

compared to other wavelet transform in analyzing and 

differentiating very minute changes in the image.Discrete 

meyer wavelet transform will be very useful in recognition 

and differentiation of highly complex images.

TABLE V: RECOGNITION EFFICIENCY PLOTTED USING CONFUSION 

MATRIX FOR 42 CHARACTERS

Feature 

vector

Accuracy 

in %

Feature 

length

bior1.1 48 692

bior1.3 55 756

bior2.2 54 756

coif1 51 756

dmey 71 2412

TABLE VI: AVERAGE RECOGNITION ACCURACY USING 42 ENTIRELY 

DIFFERENT CHARACTERS OF MINIMUM 290 SAMPLES EACH.

Feature vector Accuracy in %

bior1.1
52.33333

coif1 51

dmey 71

Fig. 8. Average response of various wavelet transform for 42 different 

characters with minimum 290 samples each.

V. CONCLUSION

Wavelet families such as haar, daubechies, coiflet, symlet, 

discrete meyer, biorthogonal and reverse biorthogonal 

wavelets are analyzed and compared in recognition of 

grantha script characters. Forty two grantha characters of 

minimum 290 input samples each is used for training the 

classifier. From the analysis it has been found that discrete 

meyer wavelet basis produces the best classification 

accuracy of 71% compared to other wavelet transforms.

From the analyzed results it can be concluded that decrete 

meyer tranform is efficient compared to other wavelet 

transform in analyzing and differentiating very minute 

changes in the image.The results produced in this work will 

be highly useful to the pattern recognition community. This 

work can be extended to all other areas in pattern 

recognition.
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