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Abstract—For it can identify the clusters with any shape and 

tackle the boundary points effectively, the typical density-based 

method of DBSCAN was widely applied to the clustering 

analysis. But the algorithm still has some shortcomings, such as 

the high time complexity, clustering effect is very dependent on 

the initial value of the parameter, and the low accuracy of the 

boundary points tackling processes. This paper put forward 

GO-DBSCAN, which based on the DBSCAN and OPTICS 

algorithms. GO-DBSCAN improved the accuracy while 

processing the boundary points, that cause of it introduced the 

minimum acceptable distance of OPTICS. In order to reduce 

the time complexity of clustering processes, it also proposed the 

method of grid-based query while it retraverse the 

neighborhood. At the end of this paper, we proved that GO-

DBSCAN would perform better both on the accuracy of 

boundary points processing and time complexity. 

 
Index Terms—Clustering, DBSCAN, OPTICS, grid, 

boundary point. 

 

I.  INTRODUCTION  

Traditional clustering algorithm can be divided into five 

categories [1], [2]: (1) Partition-based clustering algorithm, 

which represented by K-Means, K-modes, etc. This kind of 

algorithm are simple and fast, but they unable to find convex 

spherical data set. In addition, these algorithms are very 

sensitive to “noisy points” and isolated points. The number 

of clusters must be set in advance [3]. (2) Hierarchical-based 

clustering algorithm, its representative algorithms are CURE, 

BIRCH, etc. The advantages of this kind of algorithms are 

able to identify the non-spherical data set and noisy points. 

But it’s difficult to select the consolidation points, and the 

scalability also lower than other algorithms [4], [5]. (3) The 

algorithm STING [6], CLIQUE [7], etc. are the 
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representatives of the Grid-based algorithm. The feature of 

these algorithms is fast, but their quality are very dependent 

on the size of the grid [2]. (4) Model-based clustering 

algorithms can solve the noisy points and outliers, and deal 

with high-dimensional data effectively. The representatives 

are COBWEB [8], SOM [9], etc. But this kind of algorithms 

are unable to tackle the non-normal data set [10]. 

(5)Density-based clustering algorithms are able to tackle the 

noisy points and discover the data set with any shape [11]-

[14]. But its time complexity is very high. The 

representatives are OPTICS [11], DBSCAN [12], etc. 

DBSCAN is the most widely used algorithm among the 

density-based algorithms. Comparing with the traditional 

algorithms, DBSCAN has advantages in identifying the data 

set with any shape, dealing with noisy points and not 

needing to set the number of clusters. But DBSCAN 

operates the data set directly, thus would consume too much 

time which result to the time complexity of the algorithm be 

O(n
2
). The influence on operating efficiency would be more 

obviously while the data set is bigger. In addition, DBSCAN 

is too sensitive to the initial parameters and boundary points, 

which would influence the quality of clustering results 

directly. 

In order to improve the time complexity of DBSCAN, 

many scholars have proposed the method based on grid, 

such as, LIU, etc., have presented the method that dividing 

the data set by grid so that they can just traverse the k-

neighbor grid while searching the ε-neighborhood of objects, 

thus they could improve the time complexity of DBSCAN 

[15]. HuangDarong proposed that combining DBSCAN and 

CLIQUE [16]. They conversed the core objects of DBSCAN 

to core grid, then subject to the grid be the least object. Ho 

Seok Kim, Amineh Amini proposed a method, which make 

a combination of density-based algorithm and grid-based 

algorithm [17-20]. ZHOU, etc., presented we could expand 

the clusters by part of core objects [21], they also proposed 

the DBSCAN algorithm based on data sampling and 

partition [12], [13]. 

This paper improved several shortcomings. In order to 

tackle the problem that the boundary point might belongs to 

two or more clusters, for which would influence the quality 

and results of DBSCAN, this paper referenced the minimum 

reachable distance of OPTICS algorithm into the improved 

DBSCAN [18]. In addition, this paper introduced the 

method of query based on grid and applied it to improve the 

efficiency of DBSCAN [18]. Thus, it’s no essential to 

traverse whole data point in the progresses of every iteration, 

and it’s replaced by the progress of traverse its neighboring 

grid. Finally, this paper combined the two methods and 

proposed the improved DBSCAN algorithm, which based 
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on grid and named GO-DBSCAN. 

 

II. DBSCAN ALGORITHM AND OPTICS ALGORITHM 

Wherever Times is specified, Times Roman or Times 

New Roman may be used. If neither is available on your 

word processor, please use the font closest in appearance to 

Times. Avoid using bit-mapped fonts if possible. True-Type 

1 or Open Type fonts are preferred. Please embed symbol 

fonts, as well, for math, etc. 

DBSCAN is a typical algorithm density based clustering 

[2], its connectivity of density can detect clusters with any 

shape. OPTICS is an improved algorithm of DBSCAN. 

They both can detect any clusters with any shape through its 

connectivity of density, for addition, they also effective to 

deal with the noisy points.  

A. Basic Conceptions 

1) Definition 1 Core object: In the neighborhood of 

radius ε contains at least minpts objects 

2) Definition 2 Boundary point: The neighborhood of a 

particular object contains less than minpts [13]. 

3) Definition 3 Noisy point: The neighborhood of a 

particular object contains 0. 

4) Definition 4 Direct density reachable: if object p is a 

core object, object q is contained in the neighborhood of p, 

then call q and p is direct density reachable.  

5) Definition 5 Density reachable: There exists a data 

link p1, p2…pn, where p1=p2, pn=q, if object pi and object 

1ip 
 is direct density reachable, then we call q and p is 

density reachable(Fig. 1). 

 

 
Fig. 1. Density reachable of p and q. 

 

 
Fig. 2. Connectivity of density of p and q. 

 

6) Definition 6 Connectivity of density: if there is an 

object o exists in dataset, which make the object p and q are 

density reachable for o, then object p and q are density 

reachable (Fig. 2). 

7) Definition 7 Core distance: The minimum 

neighborhood radius, which make an object to become a 

core object called core distance, if object p is not core object, 

there is no core distance. 

8) Definition 8 Reachable distance: The Euclidean 

distance of object q to core object p is called reachable 

distance, if object p is not core object, there is no reachable 

distance between p and q. 

B. Basic Conceptions 

 We can obtain a core object p while traverse the data set, 

then classify unprocessed objects to the same cluster with p. 

And then, iterate the process above in the ε-neighborhood of 

p, until seeding objects are handled, thus we can obtain a 

complete cluster. Repeating the actions and detecting other 

clusters. While the data points were processed, the points 

were treated as noisy points if there is no cluster they 

belonging.   

C. OPTICS Algorithm  

We can obtain a core object p while traverse the data set, 

then computing the core distance and the reachable distance 

between p and the objects in its ε-neighborhood. And 

putting p in the sequence of results, and putting the objects 

of the ε-neighborhood of p in the ordering sequence and 

then order them by reachable distance. Next, we extract the 

objects of ordering sequence, of which own the minimal 

reachable distance. Then repeating the operations of object p 

until all the objects of reachable sequence were done and put 

into the sequence of results. Repeating all the operations 

above until all the data objects were finished and obtain a 

sequence of results, which ordering by the reachable 

distance. 

To DBSCAN, OPTICS algorithm reduced the sensitivity 

about the parameters greatly though it has two parameters ε 

and minpts.  The ordered sequence obtained by OPTICS can 

gain any result that clustered by DBSCAN with any 

parameter. 

 

III. GO-DBSCAN: IMPROVEMENTS OF DBSCAN 

ALGORITHM BASED ON GRID 

For time complexity and the boundary point would 

belongs two clusters in DBSCAN, this paper proposed an 

improved algorithm GO-DBSCAN. The realization thought 

of GO-DBSCAN includes two steps: firstly, we divide the 

data set into different grids based on the query thought based 

on Grid; then, clustering the data set through the improved 

cluster algorithm.  

A. GO-DBSCAN Divide the Data Set Based on Grid 

Definition of grid cell in this paper: this paper choose the 

double of neighborhood radius as the length of the grid cell, 

then divide the data set in each dimension with the same 

length 2ε. Thus, the data space was divided into different grid 

cells, and denoted by d1, d2…dn, where n is the data 

dimension, d1denotes the sequence number of grid cell in 

different dimensions, 1 i n   [11]. 

Definition the grid cell of p belonging: x1, x2…xn denotes 

the n coordinates of object p in each dimension, the i-th grid 

number d1 should fulfill: / 2 ( 2 ) / 2i i ix d x      and d1 

is an integer. 

The process just need traverse 9 grid cells at most while 
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computing the ε-neighborhood of objects after the grid cell 

was set. Take two dimensional data as an example, object 

p(x,y) belongs to grid (d1, d2), the traversing scope is shown as 

Fig. 3: 

 

 
Fig. 3. Neighborhood grid in two dimensional space. 

 

B. GO-DBSCAN Clustering Data Sets 

Each object would be operate only once while DBSCAN 

is running, every object’s label was certainly determined and 

it’s unique and unable to change. Thus, the mistakes that the 

boundary points belongs two clusters are unable to change, 

too. Therefore, this paper put forward that combining the 

critical factor of OPTICS—minimal reachable 

distance(MRD) with DBSCAN, thus we can identify data 

point belongs to which cluster.  In the condition that ε-

neighborhood unchanged, every point will continuously 

update MRD rather than operated only once. The clustering 

label changes with the change of MRD, what’s means the 

label of data point and the label of its closest core object are 

the same.     

 

 
Fig. 4. The data sets which each cluster more dense, green is core points, 

black is boundary point, red is noisy. 

 

Such an improvement in GO-DBSCAN can be more 

accurate to deal with the boundary point that belongs to 

clusters, and reduce the dependence on initial parameters. 

Boundary point belongs to two clusters is commonly seen 

while the distribution of each cluster is dense and the 

number of boundary is quantity, illustrated by Fig. 4. There 

would occur some mistakes while operated by DBSCAN, 

but not for GO-DBSCAN. 

GO-DBSCAN Pseudo-code Implementation is shown as 

below: 

 

Input: 
  D:sample data set 

  ε:neighborhood radius  

  minpts: neighborhood density threshold 

Output： 

  Data sets which completed clustering 

Method： 

sample data set be meshing，and mark the grid number 

of every data objects 

mark all objects as unvisited 

for  each object p of D   

mark p as visited 

if  the number of objects in E>= minpts  (E denotes 

the ε-neighborhood of p) 

Create a new cluster C, add p into C 

for  each object q of E 

make MRD as the minimum reachable 

distance of q; 

if  q is unvisited 

mark q as visited; 

MRD=the Euclidean distance of q to 

p; 

add q into C; 

if  the number of the objects in the 

ε-neighborhood of q >=minpts 

add all objects of the ε-

neighborhood of q into E; 

end if 
     

 

else 

mark d as the Euclidean distance of q 

to p 

if  d<MRD 

MRD=d; 

if  C does not contain q 

add q to C; 

 delete q from original 

cluster; 

if  the number of the objects in the 

ε-neighborhood of q >=minpts 

add all objects of the ε-

neighborhood of q into E; 

delete all objects of the ε-

neighborhood of q from 

original cluster; 

end if 

end if 

end if 

end for 

end if 

 

This paper proposed the conception of boundary 

clustering accuracy rate based on the accuracy rate of 

boundary point: 

rate _ / _correct num all num                          (1)
 

where correct_num denotes the number of correct clustered , 

all_num means all the boundary points 

To judge the result is right or not, this paper according to 

the reachable-distance between objects and its core object. 

While the clustered result of boundary points, we just need 

International Journal of Computer Theory and Engineering, Vol. 9, No. 3, June 2017

153



compare the RD to judge which method is right, that means 

the less one is right. 

This paper use the Euclidean distance to compute the 

distance between objects, the equation shown as below: 

2

1 2

1

( )
n

i i

i

d x x


                                 
(2)

 

where n denotes the dimensions of the data objects,  

x1i expresses the first point of the i-th dimensional 

coordinates, ε denotes the second point of the i-th 

dimensional coordinates. 

 

IV. EXPERIMENT AND RESULTS 

This paper references the DBSCAN implemental thought 

of Michal Daszykowshi [22], etc., we implemented the 

algorithm. This paper compared the quality of GO-

DBSCAN and DBSCAN, and compared the efficiency of 

GO-DBSCAN and OPTICS. The time that GO-DBSCAN 

determines the data point which grid belongs to is not 

included in the operating time.  

Firstly, we made a comparison of clustered quality. Table 

I contains the result of clustering process in the simulated 

database, which shown as Fig. 3. In this experiment, we set 

minpts equals 5. As shown in Table I, there would be some 

mistakes while DBSCAN operating the boundary points and 

we can also obtain the conclusion that GO-DBSCAN can 

reduce the dependence on the initial parameters while the 

initial parameters is large. 

 
TABLE I: THE CLUSTERING QUALITY COMPARISON OF DBSCAN 

ALGORITHM AND GO-DBSCAN ALGORITHM 

 
Value of 

ε 

Algorithm Number of 

cluster 

Boundary 

clustering accuracy 

rate 

4 DBSCAN 35 88.21% 

GO-DBSCAN 42 96.36% 

5 DBSCAN 17 90.19% 

GO-DBSCAN 19 97.55% 

6 DBSCAN 5 95.87% 

GO-DBSCAN 5 98.62% 

7 DBSCAN 3 32.09% 

GO-DBSCAN 5 98.65% 

 

 
Fig. 5. The clustering results of DBSCAN in ε= 7. 

 
Fig. 5 and Fig. 6 are the clustering results of DBSCAN 

and GO-DBSCAN in ε=7. The experiment demonstrated 

that the best parameter is ε＝6 for the simulated database, 

but while the ε is big, the DBSCAN is more easy affected by 

the initial parameters than GO-DBSCAN. That’s means 

GO-DBSCAN reduced the sensitivity to parameters to a 

certain extent. 

 

 
Fig. 6. The clustering results of GO-DBSCAN in ε= 7. 

 
Fig. 7 shows the comparison of operating time among 

GO-DBSCAN, DBSCAN and OPTICS, but for the limits of 

PC memory, the experiments chose 10000 data objects at 

most. Fig. 7 demonstrates the time that GO-DBSCAN 

needed is less than DBSCAN obviously. 

 

 
Fig. 7. Running time comparison of three algorithms. 

 

V. SUMMARY 

DBSCAN is a common algorithm which based on density, 

this paper mainly discussed the problem that the boundary 

points belongs two clusters, which would lead to the 

problem of clustered quality. And we also analyzed the time 

complexity of DBSCAN and proposed an improved 

algorithm--GO-DBSCAN. GO-DBSCAN algorithm 

effectively solves the problem of boundary points, and 

improves the operating efficiency of the algorithm, and can 

reduce the influence of initial parameters to some extent 

while the initial parameter was set too big. Experiments 

demonstrates that GO-DBSCAN is more accurate and 

efficiency than DBSCAN while the clusters distribute 

densely and the data set has more boundary points between 

two clusters. 
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