
  

 
Abstract—Stereo matching has gained the popularity in 

computer vision and image processing. The objective of stereo 

correspondence matching is to obtain dense depth information 

of objects for 3D reconstruction and modeling. Several stereo 

correspondence algorithms have been developed in last couple of 

years. However, they are not suitable for real time applications 

due to their limitations of high computational cost. This paper 

proposes an efficient algorithm for stereo correspondence 

matching, which is fast and capable of tackling additive noise. 

The algorithm estimates average disparity within a search range 

and attains the benefit of mean filtering. Experimental 

evaluations demonstrates the effectiveness of our proposed 

algorithm comparable to the existing stereo methods. 

 
Index Terms—Stereo matching, window costs, disparity, 3D 

reconstruction, modeling, virtual reality.  

 
 

I. INTRODUCTION 

Stereo correspondence matching is a popular and important 

tool in computer or robot vision which is essential for 

determining three-dimensional depth information of objects 

by using a pair of left and right images captured by a stereo 

camera system. Dense depth information are required in 

applications like robot navigation and control, multimedia, 

virtual reality, teleconferencing, 3D modeling and sensing, 

traffic scene analysis and so on [1].  

Stereo vision technique is similar in concept to human 

binocular vision. In stereo, two images of the same scene are 

taken from slightly different viewpoints using two cameras 

placed in the same lateral plane [2]. Consequently, for most 

pixels in the left image there is a corresponding pixel in the 

right image in the same horizontal line. The difference in the 

coordinates of the corresponding pixels is known as disparity 

d, as shown in Fig. 1, can be expressed by the following 

equation.  

RL xxd                                (1) 

 

The disparity is inversely proportional to the distance of the 

objects from the camera position [3]. Using the disparity, the 

depth z can be defined by the following equation: 

d

bf
z                                    (2) 

where d is the disparity, z is the distance of the object point 
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from the camera (the depth), b is the base distance between 

the left and right cameras, and f is the focal length of the 

camera lens. Fig. 2 shows that the two images of an object are 

obtained by the left and right cameras observing a common 

scene. This pair of stereo images allows us to obtain the 3D 

information or the distance of the object. 

 

 
Fig. 1. The pixel xR in the right image is the corresponding pixel of xL in the 

left image. 

 
Fig. 2. The stereo imaging technique. 

 

Stereo matching algorithms can be classified into two 

categories: global and local algorithms. Global algorithms 

[4]-[7] rely on iterative schemes that carry out disparity 

assignments on the basis of the minimization of a global cost 

function. These algorithms yield accurate and dense disparity 

measurements but exhibit a very high computational cost that 

renders them unsuited to real-time applications. Local 

algorithms [8]-[10], also called area-based algorithms, 

calculate the disparity at each pixel on the basis of the 

photometric properties of the neighboring pixels. Compared 

to global algorithms, local algorithms yield significantly less 

accurate stereo disparity but can run fast enough to be 

deployed in many real-time applications. In this paper, we 

have proposed a fast and efficient local algorithm for stereo 

correspondence matching. 

The pipeline of the proposed stereo system is shown in Fig. 

3. Our stereo estimation pipeline consists of the following 

stages: (i) Input of the stereo image pair, (ii) RGB to Gray 

scale conversion, (iii) Window cost computation, (iv) 
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Disparity estimation, (v) Final disparity map. 

 

 
Fig. 3. The processing steps of the proposed stereo system. 

 

II. CORRESPONDENCE MATCHING AND DISPARITY 

ESTIMATION 

The local or window-based stereo algorithms 

conventionally estimate disparity or depth information based 

on matching windows of pixels in the left and right image 

sequences by using sum of square differences (SSD), sum of 

absolute differences (SAD), or normalized correlation 

techniques [3]. To determine the correspondence of a pixel in 

the left image using SSD, SAD or normalized correlation 

techniques the window costs are computed for all candidate 

pixels in the right image within the search range. The pixel in 

the right image that gives the best window cost i.e., the 

minimum SSD or SAD value or the maximum correlation 

value is the corresponding pixel of the left image. 

The window cost ),,( dyxWC
 of a reference pixel at 

position ),( yx  in the left image with disparity d, can be 

estimated by any one of the following measures. In this work, 
we just calculate the SAD score between a window centered at 
position (x, y) in the left image and the corresponding window 
centered at position (x+d, y) in the right image. 

 
 


m n

SAD

c

mi nj
RL jydixfjyixfdyxW ),(),(),,(

 

where ),( yxfL
 and ),( yxf R

are the intensities of the pixels 

at position ),( yx  in the left and right images, respectively. 

(2m+1) and (2n+1) are the width and height of the rectangular 
window, respectively. 

 

III. PROPOSED ALGORITHM 

This section presents our proposed stereo matching 

algorithm. The proposed method is an improvement of our 

previous method [11]. In this work, for a reference pixel (x,y) 

in the left image we search the correspondence pixel (x+d, y) 

in the right image within a searching range –dmax to +dmax. To 

achieve a substantial gain in accuracy with less expense of 

computation time, our algorithm perform searching operation 

for correspondence matching only on the diagonally neighbor 

pixels within a square window in the right image rather than 

employing conventional direct search upon all pixels within 

the window. Thus, several disparity values are obtained 

within the search range and the average disparity of these 

values is computed. Fig. 4 shows that within the range –dmax to 

+dmax (dmax = 1) in the right image, five windows are selected 

for estimation of window costs for a reference pixel (x, y) in 

the left image. After finding several disparities (d1, d2, d3), 

average disparity d is obtained. Through this procedure, 

disparities are calculated for all reference pixels in the left 

image.  
 

 
Fig. 4. Disparity calculation for the candidate pixel in the Left image by 

searching the corresponding pixels in the right image within the searching 

range from –dmax to +dmax (dmax = 1). 
 

The proposed Average Disparity algorithm is pointed out 

below:  
 

 
 

TABLE I: DISPARITY ESTIMATION ACCURACY  

 
 

IV. EXPERIMENTAL RESULTS 

In order to demonstrate the effectiveness of the algorithm, 

we present the processing results with a standard image pair, 

Stereo image pair 

Correspondence Matching 

 

Disparity Map 

 

RGB to Gray scale conversion 

Disparity Estimation 

(b) Disparity values within the selected 

windows in the Right image within the 

search range. 

 

 

(a) Reference pixel (x, y) in the Left image.                                                   

 
 

d3 d1 d2 (x,y) 

(3) 
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including with the ground-truth values for quantitative 

comparison with other methods. The images are taken from 

Middlebury stereo datasets [12]. Fig. 5 shows the Tsukuba 

Head image set with ground truth and corresponding disparity 

map. In this figure, the ground truth image is histogram 

equalized for visualization purpose. Experiments are carried 

out on an Intel Core i3, 1.6 GHz PC with 4 GB RAM. The 

algorithm has been implemented using Visual C++. 

Disparities are estimated by SAD method. Table I 

summarizes the obtained disparity estimation results. The 

accuracies shown in this table represent the percentage of 

correct disparities (i.e. same value as that of ground truth). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (a) Left image (RGB)  

 

(a) Left image (RGB) (b) Right image (RGB) 

  
(c) Left (Gray scale) (d) Right (Gray scale) 

  
(e) Ground truth (f) Conventional SAD 

  
(g) Average method [11] (h) Proposed method 

 

Fig. 5. Stereo images (Tsukuba Head) with ground truth. 

 

TABLE II: COMPARISON OF COMPUTATION TIME 

Disparity Estimation 

Method 

Window 

size 

Computation time 

( second ) 

Conventional SAD 3×3 1.00 

Average Disparity [11] 3×3 0.51 

Proposed Method 3×3 0.32 

 
Fig. 6. Computational cost versus window size. 

 

The computational time versus window size graph is shown 

in Fig. 6, which reveals that the computational cost increases 

with the size of the window. Therefore, a window of size 3×3 

performs better results than any other window size. Table II 

shows the summary of comparison between traditional 

window-based method and our proposed method.  

Experimental results predict that our proposed method 

provides a reduction of about 70% of computational time. 

 

V. CONCLUSION 

A fast stereo correspondence algorithm has been developed 

that analyses color images to estimate the disparity map. This 

is achieved by finding the corresponding pixel in a pair of 

image sequences and computing the disparity values. 

Numerous stereo vision applications for obtaining 3D scene 

of objects require fast computation of dense stereo disparity. 

To cope with this problem, a very simple and fast technique is 

proposed in this research which is applicable in real time 

systems. Experimental results demonstrate the effectiveness 

of the proposed algorithm and confirm that our method is 

capable of reducing computation time of about 50% with no 

appreciable degradation of accuracy. Our next plan is to 

improve the algorithm than can be able to cope with occlusion 

problem and mismatch of epipolar geometry.  
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