
  

  

Abstract—Nowadays, various technologies play more of a 

role in our daily lives. Most people can easily access technology 

via computers or mobile phones. It cannot be denied that 

technology is involved in all activities in life. On the other hand, 

in the world of software development, it is considered to be very 

much affected by the inability of systems to accommodate a 

huge amount of people who can access the website or 

application due to design architecture that no longer exists in an 

age where technology has evolved quickly.  

In this paper, we tested and analyzed the performance 

comparison between monolith and microservices using Docker 

and Kubernetes by developing a simulation system based on 

those concepts. This paper presents a performance comparison 

of web services using the same scenarios with two different 

factors: using a monolith and microservices on Docker and 

Kubernetes.  

The results showed that the Monolith and microservices 

architecture developed with Kubernetes can reduce response 

time and increase throughput in the system. Moreover, we have 

explained the factors that make the system work in a more 

efficient way. 

 
Index Terms—Monolith, microservices, docker, kubernetes. 

 

I. INTRODUCTION 

In the present day, it cannot be denied that a good 

architectural design has to think about the efficiency of use. 

But, the design of a good architectural structure must meet 

the needs of the volume of users and easily adaptable to 

rapidly changing evolution of technology. Working with 

distributed software application is fundamentally different 

from implementing software on a single application. The 

main difference is that there are lots of things that have to 

concern such as availability, resilience, ease of deployment 

and replaceability. The challenge to transform a single 

software application to a distributed software application is 

that it needs to guarantee the quality of high performance and 

keep the user experience still the same. In this research, we 

simulated the software application using open-source 

software to present how these software impact on the 

application with different factors. The following sections 

describe the concepts of design architecture and the 

open-source software available to manage a large number of 

virtual hosts. 

Monolith is a concept that combines services and business 

needs into a single software application that is suitable for a 

relatively small system. The advantage of this concept is that 

it is easy to develop a system does not take a long time, but 
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the disadvantage of this concept is that all modules were 

tightly coupled inside a single application. Moreover, they 

often become very complex and difficult to implement and 

slow down any user who needs to work on the system, further 

increasing high impact when the project gets larger. 

The definition of microservices [1] is an application 

component and standalone application of their own. 

Moreover, the independent application component can 

communicate using Restful API or Message Queue. The 

design concept of microservices is focused on service and 

business boundaries, as making it obvious where the code 

lives for a given piece of functionality.  
Containerization [2] is a technique for simulating an 

environment or a virtual operating system to manage the 

software, which is similar to a virtual machine. The widely- 

known software is Docker. Docker is open source software 

developed to improve performance from traditional virtual 

machines that used much less resources than a virtual 

machine. Docker can install more than one container on a 

single operating system. It is unlike a virtual machine, which 

must be installed on its own operating system.  
Kubernetes [3] is an open source system that helps manage, 

scale, and manage containers. It is designed to manage the 

container that run the applications and ensure that it is 

available twenty-four hours a day. Moreover, it provides a 

framework that resiliently run a distributed system.  

Horizontal pod autoscaler [4] is a key feature of 

Kubernetes is used to change the shape of the system by 

automatically increasing or decreasing the number of pods in 

response to the workload of the CPU or memory 

consumption in response to the custom metrics reported by 

Kubernetes. The horizontal pod autoscaler algorithm 

operates using the ratio between the desired metric value and 

the current metric is calculated as in (1) 

   (1) 

For example, if the current metric value is 200m, and the 

desired value is 100m, the number of replicas will be doubled, 

since 200.0 / 100.0 == 2.0. If the current value is 50m instead, 

the resulting number of replicas, since 50.0 / 100.0 == 0.5. It 

will skip scaling if the ratio is sufficiently close to 1.0 [5].  

Autoscaling [6] is a method used in cloud computing to 

adjust the resources of the system based on its needs. For 

example, autoscaling allows the system to scale up or down, 

and has its own resources. These increased resources 

increased and were sufficient for the needs of incoming 

traffic. Furthermore, when no one is using it, the system 

automatically reduces it to normal size. It could reduce the 

burden for people in monitoring and letting the system take 

care of themselves. On the other hand, autoscaling used much 
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more for handling failure or reacting to load conditions. For 

example, the rule are specified clearly, for there should be at 

least 5 instances in a group, so if one goes down a new one is 

automatically launched. It can help to increase efficiency and 

reduce costs by using a platform that allows it to work 

optimize the computing resources.  
The remainder of this paper described a case study on 

developing web services based on monolith and 

microservices using Docker and Kubernetes in Section II. 

Section III describes the architecture deployment on Amazon 

web services. Section IV shows the results of tested 

performances, such as throughput and response time. The last 

section describes the factor that cause the results. 

 

II. METHODOLOGY 

In this research, the performance testing is performed by 

simulating the loyalty system based on monolith and 

microservices concepts of Amazon web services [7], [8]. The 

system was developed by using Node.js (8.6.0), MongoDB 

(3.4.0), Docker (19.0.3) and Kubernetes (1.15.0), which 

consists of a browsing product list and product redemption. 

The responsibility of the first service is browsing the product 

list on the database and the last service uses spending to 

redeem products. In this experiment the request transaction is 

300 transactions per second and 20 threads usage for 10 

minutes generated by Apache JMeter. 

A. Monolith Architecture Using Docker 

The monolith architecture of the loyalty system consists of 

three parts: (1) service loyalty, (2) database, and (3) load 

balancer. Each part is installed on the Docker container. This 

monolith architecture is installed on Amazon EC2 T3.small 

(Ubuntu 18.0.4, 2 vCPUs, 2.5 GHz, Intel Skylake P-8175, 2 

GiB memory). The database consists of two collections: users 

and products which stored 1,000 documents and 3 documents, 

respectively. The architecture of monolith is shown in Fig. 1. 
 

 
Fig. 1. Monolith architecture using Docker. 

 

When the first service is called through nginx, the loyalty 

system retrieves information from the database and responds 

to a client. Points and stock items are charged by updating the 

database after the client selects a product for redemption. The 

sequence diagram is shown in Fig. 3. 

B. Monolith Architecture Using Kubernetes 

In this scenario, the system was installed in a Kubernetes 

cluster consisting of four nodes, one master and three 

workers. Master node is a node controlling and managing a 

set of worker nodes. The worker nodes are a worker machines 

in Kubernetes, previously known as a minion. The 

specification of each node is Amazon EC2 T3. small (Ubuntu 

18.0.4, 2vCPUs, 2.5 GHz, Intel Skylake P-8175, 2 GiB 

memory). This cluster automatically increases and decreases 

the number of pods across their workers to maintain an 

average CPU utilization, when CPU usage is over than 50 

percent. The monolith architecture is similar to the previous 

one, but in this cluster the software used to manage the 

request transaction is ingress-nginx, which is also installed on 

the cluster. The architecture of monolith using Kubernetes is 

shown in Fig. 2. 
 

 
Fig. 2. Monolith architecture using Kubernetes. 

 

 
Fig. 3. Sequence diagram of monolith architecture. 

 

C. Microservices Architecture Using Docker 

The loyalty system developed with microservices 

architecture break the monolith architecture into small pieces 

that work together. In this system, there are 3 domains, 

including user, catalog, and redemption. The architecture 

consists of 3 instances which run on Amazon EC2 T3. small 

(Ubuntu 18.0.4, 2 vCPUs, 2.5 GHz, Intel Skylake P-8175, 2 

GiB memory). The responsibility of the first instance is 

managing the requests from a client using nginx [6]. The 

redemption and user services were installed in the second 

instance. The last instance is catalog services, which retrieve 

the product list from the database. The services communicate 

in this architecture using HTTP/REST protocols. The 

services can be developed and deployed independently of one 

another. The architecture overview is shown in Fig. 4. 

The microservices was deployed as shown in Fig. 4. Each 

service has its own database in order to be decoupled from 

other services. The catalog database stored the record of 

products that client can redeem and the user databases collect 

points and user information. Both of them stored the number 

of record similar to the monolith architecture. 
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Fig. 4. Microservices architecture using Docker. 

 

D. Microservices Architecture Using Kubernetes 

In this approach, microservices using kubernetes are used 

extensively in the IT industry to handle large workloads and 

services, which facilitate both declarative configurations and 

automation. In this section, there were 4 instances, including 

one master node and three workers. The architecture and 

resources were similar to the microservices using docker but 

nginx was replaced by ingress-nginx. 
 

 
Fig. 5. Microservices architecture using Kubernetes. 

 

The microservices architecture was deployed as it is shown 

in Fig. 5. This cluster also implemented the horizontal pod 

autoscaler, which can adjust the number of pods if the CPU 

utilization more than 50 percent. 

 

III. EXPERIMENTAL RESULTS 

Apache JMeter was used in the experiment to push a 300 

transactions per second load for 10 minutes. The experiment 

was performed three times for the performance comparison 

of the monolith and microservices architecture using Docker 

and Kubernetes. The variables used to measure the usage 

efficiency Fig. 6. Sequence diagram of microservices 

architecture is the average response time throughout. 

Response time [9] is the actual time to process the request, it 

includes network delays and queuing delays. The use of 

Kubernetes can increase the system performance and does 

not affect the efficiency of the original system, which will 

explain the results of various experiments in the next section. 

A. Results of Monolith Architecture 

The simulation experiment of loyalty system was 

developed using monolith architecture compared with 

Docker and Kubernetes on Amazon web services which all 

services were embedded into the single codebase. In the 

previous experiment, the monolith architecture using Docker 

was summarized in Table I. The performance result of 

monolith architecture using Kubernetes are summarized in 

Table II. It was found that the CPU usage of monolith 

architecture using Kubernetes has increased more than 50 

percent of the CPU limit usage. As a result, the deployment 

was resized to three replicas, as shown in Table III. 

 
TABLE I: RESULT OF MONOLITH USING DOCKER 

Services Average response time Throughput (t/s) 

Catalog 18.28 149.50 

Redemption 20.80 149.58 

Total 19.54 298.96 

 
TABLE II: RESULT OF MONOLITH USING KUBERNETES 

Services Average response time Throughput (t/s) 

Catalog 5.25 150.01 

Redemption 5.71 150.00 

Total 5.48 299.99 

 
TABLE III: NUMBER OF PODS IN KUBERNETES HORIZONTAL POD 

AUTOSCALER 

Services Min pods Max pods Replicas 

Loyalty 1 10 3 

 

B. Results of Microservices Architecture 

The microservices performance tests using Docker and 

Kubernetes, the microservices using Kubernetes has a better 

performance than Docker. The results of the experiment are 

summarized in Table IV and Table V. It was found that the 

microservices architecture using Kubernetes increased more 

than 50 percent of the CPU limit usage. As a result, the 

deployment of catalog services and redemption services were 

resized to three replicas. The results are shown in Table VI. 

 
TABLE IV: RESULT OF MICROSERVICES USING DOCKER 

Services Average response time Throughput (t/s) 

Catalog 46.29 141.27 

Redemption 83.17 141.26 

Total 64.73 298.96 

 

TABLE V: RESULT OF MICROSERVICES USING KUBERNETES 

Services Average response time Throughput (t/s) 

Catalog 7.82 149.81 

Redemption 27.99 149.81 

Total 17.90 299.60 

 
TABLE VI: NUMBER OF PODS IN KUBERNETES HORIZONTAL POD 

AUTOSCALER 

Services Min pods Max pods Replicas 

Catalog 1 10 3 

Redemption 1 10 3 

User 1 10 1 

 

C. Comparison of Monolith and Microservices Using 

Docker and Kubernetes 

As shown in the result tables above, when comparing the 

results of the experiment, it was found that Kubernetes 

improved system performance. The results of the comparison 

are summarized in Fig. 6 and Fig. 7. 
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Fig. 6. Average response time of monolith and microservices using Docker 

and Kubernetes. 

 

 
Fig. 7. Throughput of monolith and microservices using Docker and 

Kubernetes. 

 

 
Fig. 8. Comparison of average response time between unscaling and scaling 

system. 

 

Based on the chart in Fig. 6 and Fig. 7, the response time of 

the architecture that uses Kubernetes is better than Docker. It 

was discovered that running scalable work-loads on 

Kubernetes reduced the response time by approximately 25 

percent and increased throughput in the system, which can be 

used with any monolith and microservices architecture 

effectively and without any impact. It can be observed that a 

scaled system reduced response time and increased 

throughput. Therefore, to find the root cause of this 

experiment, it was tested by comparing the average response 

time of monolith and microservices using Kubernetes, which 

implemented the horizontal pod autoscaler, which can adjust 

the number of pods if the CPU utilization is more than 50 

percent and the other part developed with Kubernetes that 

uses 100 percent of the CPU, but without the ability to scale. 

The results of the comparison are summarized in Fig. 8. 

Based on the chart in Fig. 8. It was discovered that running 

scalable work-loads on Kubernetes reduced the response time 

more than the system that running with full CPU without the 

ability to scale. 

 

IV. CONCLUSION 

Building autoscaling allows developers to automatically 

scale both monolith and microservice systems. There are 2 

methods to scaling the system. First, predictive scaling can be 

triggered by well-known trends. For example, the system 

peak load is between 9 a.m. and 5 p.m., so developers can 

plan to bring up additional instances before the peak time and 

shut down the instances to reduce costs. In this method, 

developers should understand the behavior of the system 

workload over time. The last method is reactive scaling, 

building reactive scaling by bringing up additional instances 

when the system detects a higher system utilization 

exceeding the upper threshold. To ensure that the threshold is 

appropriate for the production environment it requires load 

test to test autoscaling rules.  

The definition of bounded context is a specific 

responsibility enforced by explicit boundaries [10]. With 

regard to microservice, developers need to understand the 

bounded contexts of service. Getting service boundaries 

wrong can result in having to make lots of changes in 

services-to-services collaboration and expensive operation. If 

the development and business teams are clearly not able to 

understand the business domain that consists of multiple 

bounded contexts, consider starting development from 

Monolith is still a good choice.  

This research was developed to find the efficiency of using 

a monolith and microservice architecture with modern 

technology such as Docker and Kubernetes. It presents the 

scalability of a system designed to accommodate existing 

customers and to prepare for new customers in the future with 

less effort and cost. 
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