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Abstract—Font synthesis for CJK based languages that 

consists of large number of characters and complex structures 

is still a major challenge and ongoing research problem for 

computer vision and AI. In this paper, we propose a generative 

model based on GANs as a solution for Korean font synthesis 

problem with a small set of characters. Korean Hangul includes 

11,172 characters and composes of writing in multiple patterns. 

Normally font design involves heavy loaded human labor that 

can easily hit to one year to finish for one style set. Various 

methods have been proposed to solve this character generation 

problem using generative models such as GANs, but the results 

are often blurry or broken and are far from realistic. We 

generate visually appealing Korean Hangul characters with a 

skeleton-driven approach. We demonstrate that this approach 

is effective at synthesizing characters from their corresponding 

skeletons. With 114 samples, the proposed method 

automatically generates the rest of the characters in the same 

given font style. Our approach resolves long overdue shortfalls 

such as blurriness, breaking, and unrealistic shapes and styles 

of characters using GANs. We demonstrate via our experiments 

that our approach has better quality then other methods. 

 
Index Terms—GANs, typography, domain translation, style 

transfer. 

 

I. INTRODUCTION 

Traditional fonts are mainly characterized by their 

components such as thickness, strokes, and serifs. Font 

designer needs at least months to make a new font set with 

couple of strokes, serifs, and thickness. Unlike the English 

font characters where the font designer designs just 26 

characters, Korean Hangul comprises of 11,172 characters 

which can easily take up to one to two years. Furthermore, 

the complex structures and shapes of Hangul characters make 

this font designing process more difficult. Font designer 

needs at least months to make a new font set with couple of 

font weights and italics.  

In the last few years, deep neural networks have emerged 

to solve the problems like image style transfer, image 

classification, and image synthesis. Generative models are 

widely used for image synthesis problems. Generative 

adversarial networks (GANs) [1] are a class of generative 

models that aim to model the real images distribution by 

forcing the generated images to be indistinguishable from the 

real images using adversarial training. 

Image-to-Image translation framework “pix2pix” [2] was 

proposed based on GANs where the goal is to translate an 

input image in one domain to an output image in another 
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domain given input-output image pair as training data. Fig. 1 

shows the paired dataset concept where one image in 

DomainS must have its corresponding image pair in DomainF.  

 

 
Fig. 1. Paired dataset example. Each skeleton image in DomainS has its 

corresponding font image in DomainF. 

 

Font synthesis can be modeled as an Image-to-Image 

translation problem. Where the goal is to translate a font in 

one domain to another font in another domain. This process 

can also be referred as style transfer. Various methods have 

adopted this font domain translation mechanism to generate 

font styles. 

Zi2zi [3] method was proposed as a font to font translation 

solution for generating variety of font styles. This method 

was built on pix2pix framework. The key difference between 

their method and vanilla pix2pix was that they added the idea 

of category embedding. This addition helped the conditional 

GAN framework to have control over the style of generated 

target domain font.  

DCFont [4] was proposed after zi2zi which was inspired 

by the overall method of pix2pix and zi2zi. They used an 

additional style feature reconstruction network which was 

used to extract the style of the target domain font. They 

improved the results of zi2zi on handwritten Chinese 

characters.  

Various approaches have made for special artistic font 

style transfer by analyzing few samples, using deep CNN [5], 

cGAN architecture by stacking glyph nets and ornament nets 

[6], and deep convolutional GAN (DCGAN) [7] by 

controlling character and style vector independently to 

generate various glyphs [8]. Another approach was a 

patch-based style transfer model for special effects like 

burning flames [6]. 

In this paper, we discuss a new approach of high-quality 

Korean Hangul font images from skeletons. The skeleton of a 

character in our system is composed with thin width structure. 

We use a python module to generate skeletons of font 
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characters. We show that through our proposed 

skeleton-driven approach our system synthesizes 

photo-realistic, non-blurry results than up-to-date deep 

generative adversarial models in font synthesis studies. 

Our paper is composed in this manner, First, we define the 

detail method of our approach in Section II. Then in Section I, 

we perform qualitative and quantitate experiments. In the last 

section, we give concluding remarks. 

 

II. METHOD 

The GAN framework consists of two neural networks 

named as Generator (G) and Discriminator (D). G takes a 

random noise z as an input and tries to generate a fake image. 

The goal of G is to estimate the distribution of the real images 

without even seeing them. On the other hand, D focuses on 

differentiating between the real images and the fake images 

generated by G. This forces G to generate realistic images 

close to the real images. During the training time G and D 

play the minimax game. This noise based image generation 

using G and D based neural networks is known as Vanilla 

GAN. The objective function of Vanilla GAN is given by: 

min max V(D,G) = Ex ~ pdata(x) [log D(x)] 

+ Ez ~ pz(z) [log (1-D(G(z)))],      (1) 

where pdata(x) and pz(z) are the probability distributions for 

real images and fake images respectively. D(x) is the 

discriminator output against the real images (x) whereas, 

D(G(z)) is the output of the discriminator against fake images 

generated by the generator G. 

G(z) is the generator function that takes a random noise z 

as an input and generates a fake image. The goal of D is to 

maximize the probability of real images i.e. 1 whereas 

minimize the probability against fake images i.e. 0. On the 

other hand, goal of G is to force D to maximize the 

probability against fake images i.e. 1 by generating images 

that are close to the real images distribution. 

This Vanilla GAN architecture produces good synthesize 

images in general but the drawback with this noise z based 

framework is that we cannot control the generated image. To  

overcome this output controlling problem of Vanilla GAN, 

Mirza and Osindero proposed a GAN named as cGAN 

(conditional generative adversarial network) [9].  

For our Korean Hangul synthesis problem, we extend 

“pix2pix” framework which is based on conditional GAN 

(cGAN). cGAN simply utilizes an additional conditional 

information c in both the generator and discriminator for 

controlling the output. cGAN objective function is given by: 

min max V(D,G) = Ex ~ pdata(x) [log D(x|c)] 

+Ez~pz(z)[log(1-D(G(z|c)))],       (2) 

where the class information is added to both the networks D 

and G, respectively. With this class information c, the 

generated output can be controlled according to the class 

label. This cGAN based framework solves many computer 

vision problems like Image-to-Image translation, where the 

source image in one domain is translated into a target domain 

image in another domain as we described in Section I of this 

paper. Our model is also based on this I2I framework. In the 

next section, we describe our network architecture in detail.  

A. Method Architectures 

Our model consists of conditional adversarial networks; a 

skeleton-to-font network to generate the whole set of 

characters as depicted in Fig. 2. First, we extract the font 

images of the hangul font characters. Then we pass these font 

images into a python module which generates the 

corresponding skeletons. After extracting the skeletons, we 

create pair dataset i.e. each skeleton of a character paired with 

the corresponding characters font image. The skeletons 

generated from python module are fed to skeleton to font 

network in order to learn the target domain font style by 

down-sampling and up-sampling with the aids of adversarial 

knowledge. The whole process of our network is defined in 

Fig. 2.  

 
Fig. 2. Architecture of our proposed method. Our encoder takes a skeleton image as an input and passes it through the encoder which generates content 

embedding. This content embedding is then combined with style embedding and then passed to the decoder which up-samples the image and synthesizes the 

target font style. Discriminator then discriminates between real and fake image. 
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We employed PatchGAN [2] as our model’s discriminator. 

Traditional GANs use a normal classifier as a discriminator 

that classifies whether an input image is real or fake by 

down-sampling the input to a single scalar output (1 or 0). 

Whereas, PatchGAN based discriminator outputs a 

multi-dimensional vector, where each point of the vector 

corresponds to a N*N patch of the input image. The 

discriminator job is to classify whether the given patch in the 

input image is real or fake. Different from the original 

PatchGAN discriminator, we added a fully connected 

classification layer in the end of it. 

B. Loss Function 

We used three loss functions. We define each loss here and 

how the weights are trained from these loss functions. Later 

we formulate our total loss function. 

One is the GAN loss (LosscGAN) for both generator and 

discriminator. The Generator goal is to generate the font 

samples such that the Discriminator gives a 1 label i.e. real 

font image prediction to it. Whereas, the Discriminator aims 

to give real image label 1 to the real font images and 0 label to 

the fake font images generated by the Generator.  

We introduce style embedding loss (LossSE) in our system 

that can handle multiple font styles at the same time in our 

networks as vanilla pix2pix cannot handle this. D 

(Discriminator) tells not only real/fake, but also those two 

pair of images are in the same font style or not (Dse, (D’s 

style embedding)). 

The final reconstruction loss L1 (LossL1) is to minimize the 

distance between GT y and the generated output from G(x,z). 

L1 encourages less blurring than L2. 

Therefore, our final objective is 

G*= arg min max LosscGAN(G,D) + 

LossSE(G,D) + LossL1,      (3) 

where it tries to minimize the objective for G against an 

adversary, minimizing pixel to pixel distances between GT 

and the generated. 

 

III. EXPERIMENTAL RESULTS 

To evaluate the ability of our proposed method, we 

performed some font generation experiments. We evaluated 

our generated font images based on the following two points: 

Style consistency: We qualitatively verify that the font 

generated by our proposed S2F based approach has style 

consistency via visual observation. 

Character content accuracy: We quantitatively verify 

that the generated font images have high character 

classification accuracy via a Hangul character recognition 

experiment where we used a CNN model trained on real 

Hangul images. We also computed the l1 loss between the 

target images and the generated images. 

A. Training and Testing Dataset 

For our training dataset, we used 2,350 most commonly 

used Korean Hangul characters from 15 font files. We used a 

python based module that takes a font character as an input 

and generates its corresponding skeleton. Both the input 

skeleton image and the target font image in our system is 

RGB with a size of 256*256*3 (3-channels for RGB). In 

order to make the model robust during the pre-training 

process, we learn a one-to-one mapping function i.e. 2,350 

skeletons for each font style to the corresponding target 

domain font images. This one-to-one learning during the 

pre-training ensures that the network learns diverse font style 

representations and structures.  

For testing our model, we used several different Korean 

font styles. These font styles were chosen based on the 

overall style and structure of characters in reference and 

target domains. For learning any new font style, we fine tune 

our network with a small set of characters (114). The reason 

for selecting these specific 114 characters was that they 

represent the overall structure of all other Korean Hangul 

characters. Our network learns the new font style by 

observing 114 characters and during the testing time the 

proposed network can generate the rest of 2,236 characters in 

the newly learnt style (this can easily be extended to generate 

11,172 characters). 

B. Style Consistency 

To evaluate the style consistency of our network generated 

font images, we performed the qualitative evaluation by 

visualizing the generated font images using the proposed S2F 

approach against zi2zi, pix2pix, and compared against the 

ground truth images. For fair comparison, we pre-trained all 

four networks with the same dataset and finetuned all with 

several unseen font styles as discussed above.  

As shown in the Fig. 3, our method produces non-blurry 

photo realistic typefaces in one style compared with the other 

methods. More qualitative results are shown in Fig. 4 and Fig. 

5 below in two different styles. When the synthesized images 

are zoomed in, poor smoothness, breaking of strokes, and 

blurriness are often found in the other methods. 

 

 
Fig. 3. Our method comparison with pix2pix. zi2zi and ground truth on three 

different styles and various characters. 
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Fig. 4. Our method detailed comparison with other methods in style 1. 

 
Fig. 5. Our method detailed comparison with other methods in style 2. 

 
TABLE I: QUALITATIVE COMPARISON 

 

 

C. Character Content Accuracy  

We also did a quantitative evaluation for the proposed 

model and the other two methods as shown in Table I. We 

computed L1 losses between the synthesized image and the 

ground truth image. Additionally, we also computed the 

HCCS (Hangul Character Classification Score). For HCCS, 

we pretrained a CNN model to correctly classify the Hangul 

characters. At inference time, we calculated the HCCS by 

predicting the characters label from our model and other two 

methods. 

 

IV. CONCLUSION 

In this paper, we propose a new approach of high-quality 

Korean Hangul font images by learning a mapping function 

from S2F (Skeletons2Font) instead of traditional F2F 

mapping function. Our network takes a style vector and 

structure vector as an input to the generator, thereby allowing 

hangul font generation with style consistency and photo 

realistic synthesis. This model markedly improves the 

traditional problems in font synthesis models, such as 

blurriness, severe artifacts, non-photo realistic results.  

In our future work, we will focus on generating font images 

without any fixed reference skeleton images. 
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