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Abstract – As part of efforts to build a management system that can keep track of not only the food inside a refrigerator but also expiration dates, this paper introduces a smartphone application that can be used to recognize printed expiration dates. We began by investigating three open source optical character readers (OCRs) to determine the one most suitable to our needs, and then evaluated the selected OCR to determine how well it recognized expiration dates in numerous different environments. After encountering problems related to specific conditions, we designed and implemented an Android software application equipped with preprocessing functions to address them.

Index Terms—OCR, preprocessing, expiration date recognition, refrigerator food management system.

I. INTRODUCTION

Perishable foods are generally stored in refrigerators, but because people sometimes forget what foods have been placed inside their refrigerators, as well as their expiration dates, spoilage is common. With this point in mind, and as part of efforts to build a refrigerator food management system to solve such problems, this paper introduces a smartphone application that can be used to recognize printed expiration dates. The application functions include an image classifier, a barcode recognizer, and a reader capable of resolving the expiration dates written on a variety of food packages. To implement the application, we utilized an open source optical character reader (OCR).

The remainder of this paper is divided as follows. In the next section we outline our proposed system. In Section III, we evaluate three open source OCRs. Section IV depicts the performance evaluation of our selected OCR and the problems we encountered during adapting it to our use. In Section V, we explain how our newly developed Android application resolves those problems and recognizes expiration dates. Related works are discussed in Section VI, while conclusions and future work are discussed in Section VII.

II. OUTLINE OF REFRIGERATOR FOOD MANAGEMENT SYSTEM

Fig. 1 depicts the outline of our proposed refrigerator food management system. If the label of an item to be stored in the user’s refrigerator has a barcode or a printed expiration date, the user takes a photograph of each with his or her smartphone. If the packaging does not have a barcode, the user takes a photograph of the item itself. The image is then uploaded to a server, which registers or decides the expiration dates depending on photograph provided.

The system consists of the following three core functions: (1) image classification, (2) barcode recognition, and (3) expiration date recognition (OCR).

III. OPEN SOURCE OCR COMPARISON

Although we began this project with the assumption that utilizing an open source OCR would be helpful, we quickly realized there were numerous such OCRs, and that it would be necessary to evaluate each from the perspectives of accuracy, how many kinds of character types could be recognized, and operating system (OS) compatibility. Table I depicts comparison results for three open source OCRs [1]-[3].

<table>
<thead>
<tr>
<th>OCR</th>
<th>Applicable Character type</th>
<th>OS</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCRopus [3]</td>
<td>Numeric, A-Z, a-z</td>
<td>FreeBSD, Linux, Mac OS</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Outline of our proposed refrigerator foods management system.
In the table above, we can see that Tesseract-OCR [1] and NHocr [2] can be used to recognize numerous character types including numerals, Roman alphabet, hiragana, katakana and kanji, and that all three OCRs can be implemented in multiple OSs. However, of the three, the Tesseract-OCR had the most supporting documents, so we were able to more thoroughly investigate its performance. Furthermore, since it is also updated frequently, its reliability is somewhat higher than that of other OCRs. For these reasons, we decided to employ the Tesseract-OCR for our system.

IV. OCR PERFORMANCE EVALUATION AND DISCUSSION

This section shows the experimental conditions and results of our Tesseract-OCR performance evaluation, after which we discuss some solutions to problems we encountered when implementing our expiration date recognition function.

Before the evaluation, we collected some food packages and categorized the indication forms of expiration date. Based on the result, we evaluated the performance and considered solution as follows:

A. Input Image Size

Table II shows the images used for this experiment. The left image has a small amount of blank space, while in the center and the right images, half and two-thirds of the image are blank space, respectively.

In order to recognize characters correctly, we must first extract the area containing the written characters or exclude the unnecessary blank space.

B. Contrast

Table III depicts the images used for this experiment. We set the contrast levels at -40, 0, and +40%. All three images were recognized correctly. Based on these results, and after considering that most of the images input into the system would be taken indoors, we decided that it would not be necessary to fine-tune the contrast levels.

C. Brightness

Table IV depicts the images used for brightness experiment. These were set at -40, 0, and +40%. All of three images are recognized correctly. Based on these results, and after again considering that most of the images input into the system would be taken indoors, we decided that it would not be necessary to fine-tune the brightness levels.

D. Fonts

In this experiment, we selected similar fonts to expiration date written on actual food packages. For Roman style characters, the Arial, Georgia, Verdana, and Times New Roman fonts were used, while for Japanese style characters, the MSP Gothic, MSP Mincho, and Meiryo fonts were evaluated. As shown in Fig. 2, the same characters were evaluated for each font. The results show that all of the Roman style fonts, as well as MSP Gothic, were recognized correctly. However, the figure also shows that MSP Mincho and Meiryo were misrecognized. Here, we noted that the stroke widths of those two fonts are thinner than those of the fonts that were recognized correctly.

E. Color

Twelve colors selected from the Practical Color Coordinate System [4], as well as white and black, were used for
background color in our evaluations. However, for character colors, only black and white were evaluated. According to our investigation these color conditions seem to cover most cases of expiration date indication. All color experiments used same characters, which are shown in Fig. 3. Table V shows the experimental results.

Different experimental results were obtained for each color. Even if similar system colors were used, very different results were observed.

F. Dot Matrix Character

All of the dot matrix fonts we tested were misrecognized. Fig. 4 shows an example of an unrecognized font.

![Image of misrecognized dot matrix characters](image_url)

Fig. 4. Example of misrecognized dot matrix characters.

G. Distortion

Expiration dates written on polyethylene terephthalate (PET) and glass bottles were used for this experiment. Glass bottles with diameters less than 5 cm were misrecognized. Fig. 5 shows an example of characters written on a PET bottle. These were recognized correctly.

![Image of characters written on PET bottle](image_url)

Fig. 5. Example of characters written on PET bottle (recognized correctly).

H. Reflection

Expiration dates directly written on metal or glass surfaces like cans and bottles were used. However, it was found that when even a small amount of light was reflected from the surface, the characters were misrecognized. Fig. 6 shows an example of characters written on a can with a reflective surface.

![Image of characters written on a can with a reflective surface](image_url)

Fig. 6. Example of characters written on a can with a reflective surface (misrecognized).

I. Slanted Characters

All characters which are not taken horizontally by a camera were misrecognized.

J. Discussion

Based on the knowledge obtained from the above-mentioned experiments, Table VI summarizes the problems and our proposed solutions.

To solve Problem (1) shown in Table VI, in which images that include excessive non-character space are misrecognized, we decided to crop the image to just the space in which written characters are present. In regards to Problem (2), in which characters not taken horizontally by a camera are misrecognized, it was determined that they should be rotated to a proper horizontal orientation. As for Problem (3), in which background/character color differences caused misrepresentation, we decided to convert the background and character colors into white and black, respectively. To solve Problem (4), in which dot matrix characters are misrecognized, it was necessary to connect the dots. For Problem (5), which resulted because thin font lines were misrecognized, it was determined that we should thicken character lines to solve the problem.

However, Problems (6) and (7) are currently unresolved, and we are now considering methods to address them.

V. DEVELOPED ANDROID APPLICATION

The selected OCR was designed to be installed in a server, as shown in Fig. 1. However, since we have not yet prepared a dedicated server, we developed an Android smartphone application to recognize expiration dates using Tesseract-OCR [1], Android Studio [5], and OpenCV [6].

![Overview of developed Android application](image_url)

Fig. 7. Overview of our developed Android application.

![Erosion and dilation procedure for dot matrix characters](image_url)

Fig. 8. Erosion and dilation procedure for dot matrix characters. (The element is a matrix that identifies the pixels of the image being processed and defines the neighborhood used in the processing of each pixel.)

The application, for which an overview is shown in Fig. 7, includes a number of functions used to implement the solutions given in Table VI (a-e). For example, it allows the user to crop and manually rotate images, as shown in Fig. 7(1-3). Additionally, in order to implement the solutions shown in Table VI (d,e), we employ erosion and dilation, as shown in Fig. 8. Here, element size is critical because it correlates to the character height. Accordingly, we first binarize the image and then measure the height from its horizontal density histogram, as shown in Fig. 9. Our
experimental results show that the most suitable value of $\alpha$ was 0.1. Finally, the application can output the result, as shown in Fig. 7(4).

![Figure 9: Element size calculation method.](image)

**VI. RELATED RESEARCH**

At its current stage of development, our application cannot automatically crop the image to exclude the blank space surrounding characters, nor can it rotate the characters horizontally. Accordingly, in the first part of this section we will review research related to these two techniques, and then discuss studies related to correctly recognizing dot matrix characters.

Studies related to extracting only areas with written characters are classified into two categories. The first are batch-based methods, while the second are connected component- or region-based methods. Batch-based methods scan the image interior and use machine learning to detect high probability areas [7], [8]. However, since this method cannot separate character-containing areas from the background, the images must first be divided into those two areas, thereby increasing computing costs.

In contrast, based on the assumption that pixels belonging to the same character will have similar characteristics, connected component-based methods classify pixels into regions by utilizing the characters’ connected components. In general, an advantage of such methods is that the color graduation of the connected components do not depend on scale, direction, and/or font. It has been noted that the maximally stable extremal regions (MSER) method is particularly effective for this task [9], [10].

Several approaches have been proposed for rotating characters by a certain number of degrees [11]. These studies can also be divided into two categories. A typical procedure of the first category is to rotate the characters in the preprocessing stage and then perform character recognition [12]. In methods of the second category, character recognition is attempted first without rotation. Methods of the second category are further classified into two types. The first extracts robust features for rotation and recognition [13], while the second constructs invariant recognizers for rotation [14].

As for a dot matrix text, several methods have been proposed as ways to recognize such characters accurately. These methods are also classified into two groups: preprocessing- and training-based methods. The first group utilizes several conventional preprocessing methods such as blob-connection and slant/rotation correction [15]. However, dot matrix characters in actual use vary significantly in terms of printing quality due to factors such as font pattern and dot size, which makes it very difficult to use the same process for every dot matrix font. The second group employs models such as neural networks as classifiers [16].

**VII. CONCLUSION**

The present study described a smartphone application designed to recognize printed expiration dates as part of a refrigerator management system for perishables. We began by evaluating the ability of the selected open source OCRs to recognize expiration dates in multiple environments, and then implemented an Android smartphone software application equipped with a number of preprocessing functions.

In the future, we plan to implement other functions into our application in order to solve problems related to reflection and distortion. We are also planning to implement object classification with deep learning in the near future.
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