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Abstract—A large amount of textual data is generated everyday through information technology, especially by social media platforms such as social network sites and mobile instant messaging applications. To analyse these large amount of textual data, analysts often turn to techniques called text mining and text analytics. Unfortunately, studies using these techniques are often more occupied with developing a new or extended models rather than determining how the findings could benefit organizations or societies. This occupation with the techniques rather than how the techniques could benefit the organizations or societies at large may render these studies a “plaything for the data scientists” rather than a useful technique to enhance knowledge and improve practice. This study intends to remedy this imbalance by identifying studies that use text mining and analytics techniques to inform organizational and societal practices. To do so, we will employ a method called the systematic literature review (SLR). The technique contains explicit and systematic process that distinguishes it from the conventional literature review. Eventually, the study reveals the source of data of the selected studies, their application area and the parties that will benefit from their findings. Lastly, this study discusses how studies using text mining and analytics can provide benefits to the larger society.

Index Terms—Text analytics, text mining, systematic literature review, application.

I. INTRODUCTION

Human beings are generating more and more data each day. This huge amount of data come in the form of pictures, videos and text. It is estimated that 80 percent of today’s data are in unstructured form, which are expressed in rich and ambiguous natural language [1]. The large amount of textual data is generated from social media technologies such as Facebook and Twitter, and through mobile instant messaging apps such as WhatsApp and Telegram. It is estimated that five hundred million tweets are sent each day while forty million of those are shared. Meanwhile, it is estimated that 4.3 billion Facebook messages are posted with 5.75 billion likes daily [2].

To analyze the large amount of entirely unstructured data, a specific approach called text mining/analytics is required. Text mining is the predecessor to text analytics. Text mining is a subset of data mining. [3] uses natural language processing, knowledge management, data mining, and machine learning techniques to process text documents [4]. Text analytics, while similar to text mining in terms of method, usually deal with a bigger amount of data to extract and generate useful non-trivial information and knowledge [5].

Despite the large number of studies using text mining and analytics techniques, the impact they have on people has been unexplored. There has been too much emphasis on the techniques and less on how people can benefit from the findings. As a result, it is unclear how the findings from studies employing text mining and analytics have benefited the larger community. Hence, this study aims to investigate the human element in text mining and analytics research. To achieve this aim, we will systematically review the relevant literature that have employed both techniques.

The study has several significances. First, it refocuses the study using text mining and analytics to the human element. For far too long, researchers using both techniques are too preoccupied with the latest methods and models. We believe studies that neglect the application of the techniques for the benefit of the general population have very limited impact. Second, this study will help researchers, especially from the social science stream, to identify the evolution of the studies using text mining and analytics. Eventually, the researchers will be able to chart future research using the two techniques.

II. LITERATURE REVIEW

A. Text Mining and Analytics

Text mining and analytics have been applied in a number of fields. Two of those fields are finance and biomedical [6], [7]. [6] for example, employed text mining techniques to conduct a systematic review of studies on market prediction while [7] reviewed the applications of text mining in psychiatry. Whilst both studies employed the text mining techniques, their source of data vary widely, and hence their findings. [6] sourced the data for their study from online resources and market data such as The Wall Street Journal, Financial Times, Reuters and Bloomberg. Meanwhile, [7] sourced the data for their study from online databases such as CINAHL, Medline, EMBASE, PsycINFO and Cochrane.

The findings of both studies have some similarities. The most important similarity is the contribution of the studies to their respective fields. [6] helped structure the emerging field
of market prediction and suggest areas of special significance which warrant further research. On the other hand, [7] identified how text mining can contribute to complex research tasks in psychiatry. They further discussed the benefits, limits and further application of the technique in the field.

III. METHODOLOGY

The main goal of this paper is to develop a deep understanding of the various text mining and text analytics studies that focused its findings on organizational or societal applications. The technique used in the study is the systematic literature review. A review earns the adjective systematic if it is based on a clearly formulated question, identifies relevant studies, appraises their quality and summarizes the evidence by use of explicit methodology. It is the explicit and systematic approach that distinguishes systematic reviews from traditional reviews and commentaries [8]. The systematic literature review in this paper went through five (5) steps which we will describe in detail:

A. Framing Questions for a Review

In this study, we aimed to identify how research using text mining and analytics has informed human practices. We excluded the studies that focused on extending existing text mining and analytics models or developing new ones. Hence, the questions that we employed to frame the study were: (1) what are the studies that employed text mining and analytics but focused its findings on human application? And (2) how do these studies inform human practices? No changes or modifications were made to the questions throughout the study.

B. Identifying Relevant Work

The Web of Science was our sole database for the search of relevant articles. There were several reasons for our decision to use this single database. First, the strict selection of journals by the database convinced us that it is more authoritative than other academic databases. Second, it indexes the leading journals in the field of management, computer sciences, and information systems. These fields are closely related with the topics of this study. Third, the full article for most of the journals indexed in Web of Science are available through our university’s library. It is often not the case for journals indexed by other entities. We started the identification of relevant work by using the keywords “text” and “mining” and “text” and “analytics”. We then narrowed down the search using several criteria. First, we limited our search to articles that have those words in their titles. We believed that articles with those words in their titles will have a greater focus on the techniques compared to those which are not. Second, we limited our search to academic journals in the English Language because academic journals in the language represent the largest collection in the Web of Science. Third, we narrowed down the search to articles that were published between 2011 and 2016. We opined that the more recent articles will be more representative of the state-of-the-art research in the field. After using the three criteria, our search managed to find 362 articles that have the words “text” and “mining” and 122 articles that have the words “text” and “analytics” in their titles. We further narrowed down the number of articles by including those publications that are categorized as “articles” in the Web of Science and omitting the rest such as conference papers and books. We believe that academic articles present a more credible work in the field because they have gone through more intensive scrutiny by peers in the same discipline. The publications in the other categories often did not enjoy such scrutiny before they were published. As a result, we managed to reduce the number of articles on text mining to 411 and text analytics to 60.

A quick review of the articles that we had found at this stage revealed that there were still a large number of studies that focused on model development and extension, as opposed to the application of the findings. Therefore, we further narrowed down the scope of the search by identifying the relevant fields of study. We identified three relevant fields from the numerous fields of study offered by the Web of Science. The three disciplines are (1) computer science and information systems, (2) information systems and library sciences, and (3) social science: interdisciplinary. The fields of information systems and library sciences were chosen as they were the nearest fields of study to computer science that focussed on the adoption, development, and impact of information technology. Consequently, the studies would focus more on the human application side of the technology rather than the technology itself. This action reduced the number of articles on text mining to 69 while text analytics were reduced to 16.

C. Assessing the Quality of Studies

The next step of the study was to further distinguish studies that focused on the application rather than the development of model and application or extension of existing models. To achieve this aim, we went through the abstracts of the articles shortlisted. In the abstract, we searched for evidences that the study focused on the application of text mining and analytics in human practices. Inadvertently, we also searched for the opposite evidence: the studies that focused on method/model development or extension. This kind of study often proposes a model or method that it claims is superior to other models or methods. For example, [9] developed an ontology enrichment solution called ProMine that they claim to be superior in automatically identifying domain specific knowledge elements and automatic categorization of these extracted knowledge elements. We also searched for studies that focused on the development of applications or systems. For example, [10] developed BioTeks to support problem solving in life-sciences through text mining. Studies that fit both criteria were excluded from further analysis.

D. Summarizing the Evidence

Table I summarizes the articles on text mining and analytics that have been shortlisted for this study. The table also specifies the sources of the data, their application area, and the parties affected by the study. In this section, we will discuss the findings in detail.

Our analysis found that there are more articles on the topic of text mining than text analytics. In addition, we found that studies on text analytics only began to appear in 2012 while studies on text mining can be found since early 2000.
However, the number of articles on text analytics are steadily increasing for the last five years. This increase however does not affect the studies that are using text mining. Instead, there are still a large number of studies that use text mining as the method of analysis compared to text analytics.

We have also identified three main sources of data from the shortlisted studies. The first source of data was social media. From this source of data, we identified two of the most popular platforms used for data mining and text analytics: Facebook and Twitter. The second source of data came from organizations’ internal databases. This source of data was more prevalent among healthcare organizations and business corporations. Meanwhile, the third source of data was full-text articles. This source of data represents academic studies that have been recorded in the form of journal articles. We found that this source of data for text mining and analytics was more popular among researchers.

In terms of application areas, we found them to be diverse. Although the highest number of application was found to be on business strategy, it was just slightly higher than the rest.

Some studies have been conducted in healthcare and information technology using text mining and analytics. For example, [11] used text mining techniques to gain insight from patient experience in the emergency department while [12] determined popular online shopping firms’ Facebook patterns in Turkey.

We also found that studies using text mining and analytics have benefited a large number of people. On the one hand, the studies have benefited large business corporations as well as healthcare providers. For example, [13] analyzed technological proximities among patents application to support the decision making of merger and acquisition while in other example, [14] leveraged advanced text-mining techniques to identify self-disclosing health information on web forums. On the other hand, studies using text mining analytics have also benefited governments and also academic researchers. For example, [15] analyzed how citizens learn through social media while [16] analyzed 472 articles to study the scholarly development of the enterprise level IT innovation adoption literature.

### Table I: Summary of Analysis

<table>
<thead>
<tr>
<th>Source of Article</th>
<th>Source of Data</th>
<th>Application Area</th>
<th>Affected Parties</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17] Interviews</td>
<td>Disaster management</td>
<td>Survivors and non-survivors; public safety agencies</td>
<td></td>
</tr>
<tr>
<td>[18] Twitter</td>
<td>Library</td>
<td>Libraries and their patrons</td>
<td></td>
</tr>
<tr>
<td>[12] Facebook</td>
<td>Information technology (E-commerce)</td>
<td>Online retailers and shoppers</td>
<td></td>
</tr>
<tr>
<td>[19] Full-text articles</td>
<td>Business strategy</td>
<td>Corporations</td>
<td></td>
</tr>
<tr>
<td>[20] Full-text article</td>
<td>Information technology (E-commerce)</td>
<td>Researchers</td>
<td></td>
</tr>
<tr>
<td>[21] Full-text articles</td>
<td>Healthcare (Biomedical)</td>
<td>Researchers</td>
<td></td>
</tr>
<tr>
<td>[22] Historical documents</td>
<td>Historical research</td>
<td>Historians</td>
<td></td>
</tr>
<tr>
<td>[26] Facebook &amp; Twitter</td>
<td>Business strategy</td>
<td>Corporations (fast-food companies, esp. pizza)</td>
<td></td>
</tr>
<tr>
<td>[27] Internal databases</td>
<td>Awards determination</td>
<td>Research funding agencies</td>
<td></td>
</tr>
<tr>
<td>[28] Internal databases</td>
<td>Business strategy</td>
<td>Corporations (airline companies)</td>
<td></td>
</tr>
<tr>
<td>[5] Full-text articles</td>
<td>Knowledge management</td>
<td>Researchers</td>
<td></td>
</tr>
<tr>
<td>[29] Internal databases</td>
<td>Business strategy</td>
<td>Corporations</td>
<td></td>
</tr>
<tr>
<td>[30] Internal databases</td>
<td>Healthcare</td>
<td>Healthcare providers and patients</td>
<td></td>
</tr>
<tr>
<td>[16] Full-text articles</td>
<td>Information technology (innovation &amp; adoption)</td>
<td>Researchers</td>
<td></td>
</tr>
</tbody>
</table>

### E. Interpreting the Findings

Although the terms text mining and text analytics have slightly difference meaning, they will continue to be used interchangeably in the near future. We also foresee the number of studies using text mining will still outnumber text analytics in the future. However, the gap between the two techniques will continue to shrink until a stage where the number of studies for both text mining and analytics will be equal.

This study dispels the myth that text mining and analytics techniques are useful only in the realm of social media. Text mining and analytics are equally useful in analysing organizations’ internal databases. We also believe that more effort should be put into using text mining and analytics techniques to analyse the internal database. Organizations often collect huge amount of information from their customers, suppliers and even the staff. Unfortunately, many of these data are left stored in the servers. Organizations should be aware of the techniques that have the potential to provide insights into what is happening among their customers, suppliers and staff.

Text mining and analytics are useful in various areas...
outside the business context. It has been proven to be equally useful in the contexts of healthcare and information technology. Consequently, the use of the two techniques have benefited a large number of parties such as business corporations, healthcare providers, and academic researchers. We foresee text mining and analytics techniques will be employed in a wider context in the near future.

The techniques have already been deployed in disaster management [17] and historical research [22]. The expanding use of the techniques will only benefit a larger group of people in various communities.

IV. CONCLUSION

Despite the huge promises text mining and analytics hold, we are only scratching the surface of its potential. Organizations, especially, have not really leveraged the power of text mining and analytics to provide insights into their operational efficiency and strategy’s effectiveness. However, things are beginning to change. More parties will be employing the two techniques, especially data analytics. Eventually, a larger group of people will benefit from their deployment.
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