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Abstract—- Grid computing is often regarded as a means for 
creating inexpensive “super-computing.” With grid computing 
organizations can optimize computing and data resources, pool 
such resources to support massive, compute intensive loads. 
This paper aims at demonstrating experiences gained during 
aggregation of large computational power acquired from idle 
workstations connected on the campus. The cycle harvesting is 
attained by integrating and configuring a suite of grid and 
middleware software technologies anchored by the Globus 
toolkit, further optimized to extract the large computational 
capacity in the form of MIPS and GFLOPS.  NirmaGrid 
produced is coordination of available computational efforts by 
Scavenging of idle CPU cycles, which allows the sharing of a 
computational task among multiple processors. 

 
Index Terms— Campus grid, Computational grid, Grid 

Computing, Supercomputing 
 

I. INTRODUCTION 
Grid computing enables organizations to transparently 
integrate, streamline and share dispersed, heterogeneous 
pool of hosts, servers, workstations and networks into one 
synergistic system in order to deliver agreed upon service at 
specific level of application efficiency and processing 
performance [3]. Scavenging grid, which is one of the 
popular computing paradigm commonly used to locate and 
exploit machine cycles on idle servers and desktop computers 
for use in resource, compute intensive task. One of the Grid 
promises is to make it possible to share and  effectively use 
distributed resources on an unprecedented scale. Specifically, 
this includes harnessing the unused capacity of idle desktop 
PCs. Much research has been done to Grid enable idle 
resources, yet no widely accepted system to effectively 
scavenge idle cycles in window, in particular idle Windows 
cycles, has been found. This paper demonstrates the 
methodology implemented on the campus for scavenging 
idle CPU clock cycles to generate large number of 
computational power. It discovers how to effectively exploit 
the massive amount of idle CPU cycles from the desktop 
machined connected on the campus for  
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grid computing, demanded by e-science or compute 
intensive applications. 

II. RELATED WORK 
TeraGrid[2] is a well-known collaboration between 

leading organizations including Argonne  National 
laboratory. Boinc [4] is a software platform that allows many 
different distributed computing projects to utilize idle 
computing resources. [1] Demonstrates the functioning of 
newly developed batch scheduling algorithm which 
concentrates on utilization of idle CPU cycles in distributed 
computing systems. [6] Provides an approach adopted for 
usage of virtual machine to provide sandbox that completely 
allows cycle scavenging with security and protection. In 
Seti@home idle cycles are used for dedicated scientific 
applications developed. [7] Presents the design and 
implementation of Dodo, an efficient user-level system for 
harvesting idle memory in off-the-shelf clusters of 
workstations. 

In this paper we depicts the formation of NirmaGrid using 
desktop machine in linux clustering with windows spreads in  
two different building blocks interconnected with 100 mbps 
fibre optic cable , provides computational grid around 165 
GFlops along with 545218 MIPS. Extensibility allows to 
have seamless integration of machines in an enterprise. 

III. MOTIVATIONS TO COMPUTAIONAL GRID 
Grids are geographically distributed platforms for 

computations accessible to their users via a single interface 
[5]. Computational grid represents the natural extensions of 
large parallel and distributed systems and exits to provide 
high performance computing, offering properties like – large 
in terms of potentially available resources, distributed, 
dynamic, heterogeneous, and multiorganisational 
boundaries. It is obvious from these properties that providing 
a single abstraction hiding complexities is a substantial 
challenge. Still grid users and researchers accept these 
challenges because they need to go beyond a single parallel 
system with cutting financial burdens. It has been identified 
that most of the time desktop, personal computers remains 
unutilized. Aggregating and scavenging these idle cycles 
plays a key role for resolving complexities of   scientific 
applications. E-science is scientific investigation performed 
during global collaborations between scientists and their 
resources, and the computing infrastructure that enables 

Scavenging Idle CPU Cycles for Creation of 
Inexpensive Supercomputing Power 

Madhuri D Bhavsar, Shrikant N Pradhan 

mailto:madhuri.bhavsar@nirmauni.ac.in
mailto:snpradhan@nirmauni.ac.in


International Journal of Computer Theory and Engineering, Vol. 1, No. 5, December, 2009 
1793-8201 

 

 

603 

IV. CONFIGURING STEPS FOR GENERATION OF 
COMPUTATIONAL GRID 

NirmaGrid is configured and integrated using suite of grid 
and middleware software technologies like PBS and Condor 
anchored by the Globus toolkit with a design objective 
towards an open, heterogeneous and extensible architecture 
that can be further expanded to promote interoperability 
amongst different academic organizations. Fig 1 shows an 
architecture of NirmaGrid, where currently only 162 
machines are integrated for experimentations. To achieve 
interoperability large number of workstations will be 
integrated in near future. 

  

  
         

           
         

       
          

        
          

        
       

       
    

         
        

     

A.

 

STEPS

 

TO

 

BE

 

CONFIGURED 

1.

 

As

 

per

 

the

 

installation

 

and

 

implementation

 

steps

 

given 
for

 

Globus,

 

node

 

A, B

 

and

 

C

 

are

 

configured

 

providing

 

basic 
grid

 

infrastructure. 
2. PBS

 

and

 

Condor

 

clusters

 

are

 

formed

 

with

 

pooling

 

other 
resources

 

together,

 

integrated

 

with

 

central

 

database

 

server. 
3.

 

To

 

add

 

execution

 

hosts

 

in

 

the

 

Condor

 

pool, in

 

addition 
to

 

configuration

 

of

 

condor,

 

hostname

 

and

 

ipaddress

 

of

 

central 
manger

 

are

 

configured

 

in

 

Hosts

 

file

 

of

 

execution

 

hosts. 
4.

 

Integrate

 

these

 

resources

 

with

 

Globus

 

in

 

the

 

grid. 

 

   

Configure

 

Globus

 

to

 

submit

 

job

 

to

 

a

 

heterogeneous

     

Condor 
pool. 

5.

 

After

 

complete

 

integration,

 

get

 

the

 

list

 

of

 

workstations

 

in 
grid. 
6. Fetch

 

various

 

parameters

 

like

 

flops,

 

load,

 

mips

 

etc. 
7.

 

Calculate

 

aggregated

 

GFlops,

 

Average

 

load,

 

Mips 
available

 

in

 

the

 

grid.  

8.

 

Obtain

 

aggregate

 

power

 

in

 

the

 

computational

 

grid

 

and 
ready

 

to

 

accept

 

the

 

job[fig

 

2]

 

.Marked

 

fields

 

shows

 

available 
GFLOPS

 

with

 

other

 

details

 

of

 

the

 

host.

 

Fig

 

3

 

shows

 

the 
dynamic

 

generation

 

of

 

resources

 

repository

 

connected

 

in

 

the 
grid.

 

This

 

information

 

periodically

 

updates

 

the

 

status

 

of 
resources

 

available

 

in

 

the

 

grid. This

 

figure

 

is

 

captured

 

in

 

the 
peak

 

hours

 

where

 

very

 

few

 

resources

 

were

 

idle. 
This

 

setup

 

configured

 

is

 

dynamic

 

and

 

provides

 

a

 

repository 
of

 

available

 

execution

 

hosts

 

in

 

the

 

grid

 

environment; 
however

 

priority

 

is

 

assigned

 

to

 

the

 

owner

 

of

 

the

 

host.

 

Fig

 

4 
shows

 

the

 

screenshot

 

during

 

job

 

submission

 

carried

 

out

 

on 
the

 

computational

 

grid. 

V.

 

CONCLUSION

 

Grids

 

can

 

be

 

built

 

ranging

 

from

 

just

 

few

 

processors

 

to

 

large 
groups

 

of

 

processors, either

 

homogeneous

 

or

 

heterogeneous, 
organized

 

as

 

a

 

hierarchy

 

that

 

spans

 

a

 

continent.

 

Our

 

attempt 
was

 

to

 

exploit

 

an

 

unused

 

computational

 

cycles

 

from

 

the 
campus

 

grid

 

and

 

avail

 

these

 

for

 

solving

 

the

 

complexities

 

of 
scientific

 

application.

 

This

 

paper

 

provides

 

an

 

optimized 
approach

 

for

 

generation

 

of

 

inexpensive

 

supercomputing 
power.

 

Extensibility

 

of

 

this

 

NirmaGrid

 

allows

 

integrating 
more

 

number

 

of

 

machines

 

to

 

increase

 

the

 

computational 
power.  
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Fig. 1 Architecture of NirmaGrid  

 
Fig. 2 Parameters aggregated in NirmaGrid 
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Fig 3 Snapshot of resource pool 
 

 
Fig 4 job status 

 


