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Abstract—Image registration is necessary when images from 

multiple viewpoints need be brought into common coordinate 

system. Image registration techniques can be classified as 

area-based methods and feature-based methods. In area-based 

methods, no features are selected and regularly tessellated areas 

are usually used for matching. In feature-based methods, 

features such as regions, lines, and prominent points are 

detected and used for matching. When image contains rich 

features, feature-based methods are preferred and when it does 

not, area-based methods are usually adopted. There are 

occasions where richness of features varies locally in the image. 

In this case, either area-based methods or feature-based 

methods alone may not generate successful results. In this 

paper, we propose a mixture of two methods termed as featured 

area-based method.  In the proposed, we first tessellate the 

image into equal-sized areas, estimate richness of features of 

each area utilizing the edge direction histogram, choose only 

those areas with a certain level of richness, and use them for 

matching. We compared the proposed with well-known 

conventional methods such as Kanade-Lucas-Tomasi(KLT) 

method, speeded up robust features (SURF), and 

scale-invariant feature transform (SIFT), and showed that the 

proposed performs better than others. 

 
Index Terms—Image registration, KLT, SIFT, SURF. 

 

I. INTRODUCTION 

Image registration is the process where multiple images 

containing (possibly distorted) various extent of 3D scene are 

brought into common coordinate system. Multiple images 

can be generated from multiple viewpoints, multiple (same or 

different) sensors, a single sensor with mirror(s), etc. There 

are several areas where image registration techniques can be 

used. They include image mosaicking and image rectification 

for stereo analysis. Zitova et al. [1] and Deshmukh et al. [2] 

gave a good review of image registration techniques. In [1] 

image registration techniques are classified as area-based 

methods and feature-based methods. In area-based methods, 

no features are selected and regularly tessellated areas are 

usually used for matching. Area-based matching methods can 

be categorized into three groups. They are cross correlation 

(CC)-like methods, Fourier transform-based methods, and 

mutual information methods. 

CC-like methods include normalized cross correlation 

(NCC), sum of squared difference (SSD), sum of absolute 

difference (SAD), and structural similarity (SSIM). Fourier 
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transform-based methods include phase correlation and 

extended phase correlation [3]. Mutual information methods 

make use of joint and conditional entropy concepts. In 

feature-based methods, various features were used. They are 

regions [4], [5], lines [6]-[10], and points [11]-[13]. For 

feature-based matching, methods using spatial relations or 

invariant descriptors, relaxation method, and wavelets were 

proposed.  

When image contains rich features, feature-based methods 

are preferred and when it does not, area-based methods are 

usually adopted. There are occasions where richness of 

features varies locally in the image. In this case, either 

area-based methods or feature-based methods alone may not 

generate successful results. In this paper, we propose a 

mixture of two methods termed as featured area-based 

method.  In the proposed, we first tessellate the image into 

equal-sized areas, estimate richness of features of each area 

utilizing the edge direction histogram, choose only those 

areas with a certain level of richness, and use them for 

matching. 

The paper is organized as follows. In Section II, related 

works for feature selection and matching are discussed. 

Section III presents the proposed method. Results are 

described in Section IV and Section V concludes the paper. 

 

II. RELATED WORKS 

In this section, we describe several well-known 

conventional techniques for feature selection and matching. 

They are KLT, SURF with fast library for approximate 

nearest neighbors (FLANN), SURF with brute force 

matching (BF), and SIFT with random sample consensus 

(RANSAC).  

A. KLT 

Lucas et al. [14] proposed KLT method for both feature 

selection and matching. For feature selection, gradient matrix 

G of each pixel is constructed, non-singularity of G is tested, 

and its eigenvalues are computed. If minimum eigenvalue of 

G exceeds predefined local and global thresholds, then that 

pixel is selected as a feature. 

For feature matching, residual error function that measures 

the squared difference of selected window in the reference 

image and the corresponding candidate window in the target 

image is formulated. To minimize the error function, it is 

differentiated with respect to horizontal and vertical optical 

flow components and they are set to zero. First order Taylor 

expansion is used to solve the equation. Due to the use of first 

order Taylor expansion, standard KLT was valid only for 

small pixel displacement. To remedy iterative version of 

KLT was introduced.  
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B. SURF with FLANN 

Bay et al. [15] proposed SURF method for feature 

selection. It is based on three steps. They are interest point 

detection, descriptor generation, and descriptor matching. In 

interest point detection step, integral images are formed for 

fast computation with box type filters. Hessian matrix is built 

by adopting approximated second order derivatives with box 

filters. Scale space is formed and non-maximum suppression 

and subpixel accuracy interpolation are used to detect 

blob-like features. To generate descriptors, orientation 

assignment is performed, dominant orientation is selected, 

and Haar wavelet is used to generate 64 dimensional 

normalized feature descriptors. Finally matching is done by 

comparing the sign of Laplacian and finding nearest neighbor 

using Euclidean distance.  

Muja et al. [16] proposed FLANN method. They 

introduced fast nearest neighbor search technique based on 

priority search in multiple hierarchical clustering trees. It is 

used with SURF for matching the descriptor vector from 

reference image with the one from target image.  

C. SURF with BF 

SURF method described in section II.B is used for feature 

selection. Brute-force matcher is used for matching the 

descriptor vector provided by SURF between the reference 

and the target images using K nearest neighbor technique 

effectively. This tries all the possibilities to find the best 

match. 

D. SIFT with RANSAC 

Lowe et al. [17] proposed SIFT method. It is based on four 

steps. They are key point detection, key point localization, 

orientation assignment, and key point descriptor generation. 

Key point detection step detects scale-space extrema using 

DoG instead of Gaussian to speed up the process. In key 

point localization step, Hessian matrix is adopted to compute 

the principal curvatures and low contrast points are 

eliminated by comparing computed curvatures. Next, 

gradient orientation histogram is formed and used to make 

features rotation-invariant. In the last step, 4x4 array of 

histograms with 8 bins is used to produce 128 dimensional 

feature descriptor vectors. 

Fishcler et al. [18] proposed RANSAC technique. First 

hypothetical inliers are randomly selected from data set, a 

model is fitted to them, and model parameters are estimated. 

All other data are checked for possible inclusion in the 

model. If the estimated model contains sufficient number of 

data, then it is considered good. Otherwise random 

hypothetical inlier selection is performed again and the above 

procedure is repeated. The process stops when the model 

contains sufficient number of data and total fitting error is 

below some threshold. 

 

III. THE PROPOSED METHOD 

The proposed method assumes that there are two images, 

the reference and the distorted, and tries to bring the distorted 

into the coordinate of the reference. The proposed method 

consists of three steps. They are image tessellation, selection 

of featured area by measuring feature richness, and matching. 

Detailed description of each step follows. 

A. Image Tessellation 

In this step, the reference image is tessellated into 

equal-sized areas as in Fig. 1. Those areas located in the 

periphery of the image (shown in solid white box in Fig. 1) 

are not used since they may not be visible in the distorted due 

to various kinds of motion and/or geometric distortion. 

 

 
Fig. 1. Image tessellation. 

B. Selection of Featured Area by Measuring Feature 

Richness 

In this step, we try to select the area which has enough 

detail in it. By enough detail we mean that the brightness 

pattern of the area is not uniform and the structure in the area 

is not uniform either. For example, we reject the areas 

containing simple single directional structures like table legs 

since there may be many matches in the distorted. First Sobel 

operator is applied to each pixel in the reference image in 

order to get the horizontal and vertical edge strength and 

gradient directions. If the absolute values of horizontal and 

vertical edge strength are greater than some threshold, the 

pixel is considered as a strong pixel. For each area, if the area 

contains enough number of strong pixels, it becomes a 

candidate featured area. Next the gradient direction 

histogram is built for strong pixels in the candidate area. We 

use 19 bins for directions ranging from 0° to 180°. Thus each 

bin is of width 10°. Absolute value is taken for negative 

directions. If the cumulative sum of any three consecutive 

bins does not exceed a predefined threshold, then that area is 

finally selected as a featured area. This is for rejecting areas 

with simple single directional structures. For single 

directional structures, we allow up to 30° difference in 

directions to account for possible distortions such as rotation 

and aliasing in digitization. The number three for consecutive 

bins is empirically chosen. 

C. Matching 

For matching, SAD in (1), is adopted. SAD is calculated 

for each featured area in the reference image 
refI and the 

corresponding area in the distorted image 
distortedI  .The area 

in the distorted with smallest SAD is chosen as a match. 

 

 
 
Wji

ref jyixIjiI
,

 distorted |),(),(|               (1) 
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IV. EXPERIMENTAL RESULTS 

In this section, we compare the proposed with other 

conventional methods as in Fig. 2. Given a reference image 

R, we geometrically transform it using OpenCV function 

with a known affine parameter set to get the distorted image 

D as in (2).  

 

 
Fig. 2. Performance comparison procedure. 
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where [x, y] and [x`, y`] represent a reference point in R and a 

distorted point in D respectively. This parameter set will 

serve as a ground truth. Next we let each method get two 

input images R and D and do feature selection and matching 

to produce matching point pairs. Then these pairs are fed into 

affine parameter estimation program provided by OpenCV to 

get estimated parameter set for each method. This estimated 

parameter set will be compared with ground truth. The 

estimation accuracy of each parameter is computed using (3). 

The final accuracy is the sum of accuracies of all six 

parameters. Thus the accuracy of 600% is the best. 
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||
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EGG
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where G and E represent ground truth value and estimated 

value respectively. Since the proposed is not scale and 

rotation invariant, we first test several affine parameter sets 

having only translation components. Later we release the 

parameter set to include rotation and scale components to 

verify the tolerance of the proposed. The first three affine 

parameter sets are as follows. 
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Tables I, II, and III show the accuracy results of Test sets 

1, 2, and 3 respectively. Each Table has seven columns for 

accuracy results. Each of the first six shows the accuracy of 

each affine parameter. The final column has overall accuracy. 

As can be seen in Tables I, II, and III, the proposed shows the 

“PERFECT” performance. Among conventional methods 

SIFT with RANSAC shows almost perfect result, whereas 

KLT performs a little worse than SIFT and SURF-based 

methods perform worst. As shown in the accuracy of each 

individual parameter, SURF-based methods have a difficulty 

in generating point pairs that give good estimation of 

translation parameters.   

 
TABLE I: ACCURACY FOR TEST SET 1 (UNIT:%) 

 A11 A12 A21 A22 Tx Ty Total 

Proposed 

method 
100 100 100 100 100 100 600 

KLT 99.9 100 100 99.92 99.99 96.54 596.45 

SURF  with 

FlANN 
99.94 100 100 99.93 97.47 91.42 588.77 

SURF with 

BF 
99.94 100 100 99.94 97.19 92.67 589.76 

SIFT with 

RANSAC 
99.97 100 100 99.98 99.66 99.38 599.01 

 

TABLE II: ACCURACY FOR TEST SET 2 (UNIT:%) 

 A11 A12 A21 A22 Tx Ty Total 

Proposed 

method 
100 100 100 100 100 100 600 

KLT 99.95 100 100 99.99 96.74 97.38 594.08 

SURF with 

FlANN 
99.89 100 100 99.92 93.92 92.65 586.4 

SURF with 

BF 
99.88 100 100 99.93 93.79 91.64 585.23 

SIFT with 

RANSAC 
99.99 100 100 99.98 99.89 99.67 599.56 

 
TABLE III: ACCURACY FOR TEST SET 3 (UNIT:%) 

 A11 A12 A21 A22 Tx Ty Total 

Proposed 

method 
100 100 100 100 100 100 600 

KLT 99.90 100 100 99.99 99.45 98.79 598.15 

SURF with 

FlANN 
99.9 100 100 99.94 96.23 92.25 588.34 

SURF with 

BF 
99.94 100 100 99.94 96.98 92.63 589.5 

SIFT with 

RANSAC 
99.99 100 100 99.99 99.84 99.93 599.77 

 

Next we compare the performance when there are scale 

and rotation components in addition to translation 

components. The following two data sets are used. 
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Test set 5 
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Tables IV and V depict the accuracy of Test sets 4 and 5 

respectively. The proposed and SIFT with RANSAC show 

comparably good performance, whereas other methods 

perform worse. Among KLT and SURF-based methods, 

KLT performs a little bit better as in Tables I, II, and III. As 

was mentioned earlier, the proposed is not scale and rotation 

invariant. However test shows that the proposed can tolerate 
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small degree of rotation and scale due to excellent selection 

of areas for matching. 

The image used for the experiment is from Tsukuba stereo 

image database [19]. We performed the same experiment for 

other images and got similar results. 
 

TABLE IV: ACCURACY FOR TEST SET 4 (UNIT:%) 

 A11 A12 A21 A22 Tx Ty Total 

Proposed 

method 
99.99 96.39 99.84 99.94 99.31 96.90 592.36 

KLT 99.89 85.17 99.22 99.96 95.8 97.21 577.25 

SURF with 

FlANN 
99.85 95.85 97.56 99.89 90.81 90.76 574.71 

SURF with 

BF 
99.87 94.89 96.85 99.88 90.85 89.19 571.55 

SIFT with 

RANSAC 
99.91 97.86 98.7 99.89 97.44 96.05 589.85 

 
TABLE V: ACCURACY FOR TEST SET 5 (UNIT:%) 

 
A11 A12 A21 A22 Tx Ty 

Total 

Proposed 

method 
99.97 98.96 93.53 99.99 99.02 98.60 590.09 

KLT 99.94 99.12 93.24 99.93 97.86 99.12 589.21 

SURF with 

FlANN 
99.86 96.54 92.58 99.99 95.87 97.38 582.24 

SURF with 

BF 
99.87 95.1 92.3 99.97 95.52 95.94 578.7 

SIFT with 

RANSAC 
99.99 96.04 98.24 99.97 99.73 97.97 591.94 

 

V. DISCUSSION 

Image registration is necessary when images from multiple 

viewpoints need be brought into common coordinate system. 

In this paper we propose a mixture of area-based and 

feature-based methods, termed as featured area-based 

method. We first regularly tessellate the reference image into 

equal-sized areas, choose areas that satisfies feature richness 

criterion, and do matching in the distorted image using SAD. 

We obtained better results than conventional methods for 

various kinds of affine geometric distortions. The quality of 

image registration greatly depends on the selection of 

matching points pairs. The proposed shows the superior 

ability in selecting matching entities. 

Though the proposed shows good tolerance for some 

affine transform settings containing rotation and scale 

components, it is inherently scale and rotation variant. We 

need to obtain the invariance and it is intended for future 

research. 
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