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Abstract—Teleoperation is operating at a distance and thus 

extending human capabilities to performing tasks remotely by 

providing the operator with similar conditions as those at the 

remote location. Generally, operator should be supported in 

real-time with an accurate data about the teleoperation 

environment. This paper proposes a time-delay compensation 

method for real-time environment construction for vehicle 

teleoperation as a part of the work for modifying the 

well-developed Autonomous Ground Vehicle of Beijing 

Institute of Technology (BIT AGV) to be teleoperated using the 

Laser scanner data. The proposed Time-Delay Compensation 

Algorithm includes aprediction process of the vehicle position in 

the future time and an environment construction w. r. t. the 

predicted position when the vehicle is still in the current time. 

Results of the real and simulation experiments for the algorithm 

illustrate the simplicity in calculations, performance and 

effectiveness of the algorithm to compensate time-delay in 

environment construction for Vehicle Teleoperation. 

 
Index Terms—Environment construction, laser scanner 

teleoperation, time-delay.  

 

I. INTRODUCTION 

Teleoperation originates in the mid-1940s, when Goertz 

built the first mechanically controlled master-slave 

teleoperator. During the early 1960s an increased interest and 

several experiments are done to understand the effects of 

delay in teleoperation (Ferrell, 1965; Sheridan and Ferrell, 

1963). Teleoperated ground vehicles are classified into three 

categories: exploration rovers, Unmanned Ground Vehicles 

(UGV), and hazardous duty. From the historical researches 

there are several complications arise in the teleoperated 

systems since the communication medium contributes to the 

complexity of the system and introduces distortion, delays, 

and losses that hinder stability and performance particularly 

for low-bandwidth, high-delay applications. And as a result 

of the past researches, the main goals of teleoperation are: 

Stability and Telepresence of the system. These issues have 

motivated the theoretic research in teleoperation over the past 

decades [1].  

Teleoperation is considered as a one level from the 

autonomy Levels which are: Teleoperation with direct 

remote control; in which there is a visual contact between the 

operator (the master) and the robot (the slave) and no sensor 

feedback is needed and Teleoperation with indirect visual 

feedback; where the operator in the Ground Control Station 
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(GCS) depends on sensor data to control the robot, 

Semi-autonomous (supervisory) control; in this level there is 

a shared control between the operator and the robot. Finally, 

Autonomous robots; where the robot performs the required 

tasks autonomously with no operator interference [2]. In 

vehicle teleoperation, the control levels are divided into: Low 

Level, Semi-autonomous, and High Level (Autonomous) 

teleoperation. On the high level, the vehicle relieves the user 

from significant workload; the operator just gives the vehicle 

a goal point and the vehicle autonomously drives to the goal. 

If the vehicle functionality is not fully autonomous, the user 

can use a lower level of autonomy, which are 

semi-autonomous or direct control (driving), to solve a task. 

In semi-autonomous level, it is a trade control between the 

GCS and the vehicle as the operator sends key way-points 

along which the vehicle moves depend on its own skills. The 

lowest level teleoperation is the wheel-drive control, where 

the operator directly controls or drives the vehicle from the 

GCS and this is the hardest level for the operator.  

In autonomous mobile, vehicles typically make use only of 

information they can acquire through their sensors to execute 

certain actions and controls depending on these data. For an 

example of these actions are; path following, obstacle 

avoidance, speed control, automatic steering control, traffic 

lights recognition, preceding vehicle detection and tacking. 

In lower levels teleoperation, the situation is different 

because all these sensors data are first fused together and then 

sent to the ground control station (GCS). Because the 

operator and the vehicle are located at different sites, 

time-delays present in the communication channels. As a 

result, the data received to the GCS is not accurate and 

out-of-date which hinders the teleoperation process [3],[4]. 

To solve this problem, this paper proposes an algorithm to 

compensate time-delay in environment construction for 

vehicle teleoperation using Lidar data only. 

The paper is organized as follows; the second section 

presents the time-delay problems and their negative effect in 

teleoperation. In the third section, we explain the time-delay 

compensation algorithm, in which we explain the prediction 

process of the vehicle position in the future position. And, by 

knowing the vehicle current velocity and heading angle, the 

2-D static environment is constructed w. r. t. the vehicle 

predicted position using the laser scanner data in the current 

time. The experimental and the simulation results are 

presented in the fourth section. Finally, conclusion and 

proposed future work of our algorithm are shown in the fifth 

section. 

 

II. TELEOPERATION PROBLEMS 

In teleoperation, generally a direct or indirect visual 
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feedback should be available. In direct visual feedback there 

is no problem as the time-delay can be neglected. But for 

indirect visual feedback, teleoperation is achieved using 

many sensors. These sensors are subjected to data 

transmission time-delay, fusion complexities and stability 

problems. For existing distance between the local and remote 

environments, or the transmission is performed using a “slow” 

communication channel, time-delay appears. So, the user 

should wait to get the actual results of his/her operations in 

the remote scene before making new action [5]. 

Teleoperation data transmission delay can be ranging from 

milliseconds to several minutes, depending on distance and 

communication medium. In the control design, this latency 

imposes a tradeoff between the requirements of stability and 

performance [6]. In Vehicle indirect visual feedback, 

teleoperation is subjected to many sensors problems, some of 

these are: 

1) Time lag: In video transfer feed and control commands.   

2) Loss of situational awareness: Control inputs and vehicle 

reaction are not synchronized. 

3) Limited field of view (FOV): Cameras mounted on the 

vehicle have limited field of view. 

4) Sensor fusion and synchronization: Fusing many sensors 

is a challenge [7].  

Sensors in teleoperated robotic systems are used to give 

complete coverage, such as a ring of ultrasonic sensors 

around a robot and to provide complementary information, 

such as cameras and Lidars. The task of sensor fusion is 

combining sensor data into a usable form for the operator [8]. 

 

III. TIME-DELAY COMPENSATION ALGORITHM 

In this work, the sensor used for teleoperation is the Laser 

Range finder; which is used for real-time 2D environment 

construction and for relative position estimation by range 

detection. The advantages from using the Laser scanner data 

are its accuracy and its relatively small size data compared to 

other sensors. Lidar is mounted on the vehicle at height 

195×10-3m to detect the roads and obstacles in front of the 

vehicle. The sensing system provides a 270o horizontal field 

of view in front of the vehicle with the distances up to 80m as 

shown in Fig. 1(a). Additionally, the DGPS/INS provides 

precise vehicle localization, position and orientation [2] and 

[9]. 

 
(a) Lidar scan plane. 

 
(b) Laser data on obstacles. 

 
(c) Incoming Laser data. 

Fig. 1. Laser scanner data experiment in BIT campus. 

A. Laser Scanner Data w. r. t. the Vehicle Current 

Position t 

In BIT campus, we used the Lidar data for the environment 

construction experiment and the laser points are plotted [10] 

using Mat-Lab codes as in Fig. 1(c); 1081 points, with angle 

range [-45o, 225o] and with angular resolution 0.25o and the 

distance unit is millimeter. For sharing information between 

computers and sensors, RS-232 and RS-422 protocols are 

adopted. Ethernet link is used for computers communication, 

and vehicle control ECUs are connected via CAN bus [11]. 

B. Predicting the Vehicle Position in the Future Time 

In our mechanism, we proposed a solution to the latency in 

data transfer by predicting the vehicle position in the future 

time. That is to say, we let the operator see the vehicle in the 

predicted position after time ∆𝑡 in the future when the control 

command will arrive at, and be acted upon, by the vehicle. 

We first predict the vehicle position in this future time and 

this predicted position is monitored to the operator in GCS; 

this time is equal to the time-delay computed in BIT 

laboratory which is less than 50 × 10−3  s. The predicted 

vehicle displayed is virtual one so it is quite simple to predict 

the vehicle in any position in the future. In these calculations, 

we choose this future time value to be 50 × 10−3 s which is 

slightly larger than the value of the time-delay calculated. In 

this case the real vehicle can make up some of the prediction 

errors before they happen. This is accomplished as we 

consider the virtual vehicle is a leader one and the real one 

follows it, as the path followed by the virtual vehicle is sent to 

the real one as the command input [12]. 

We consider the real vehicle position in the origin 

coordinates (0,0) w.r.t. vehicle frameand the virtual vehicle 

will be predicted after time ∆𝑡  in the future in (𝑥2,𝑦2 ) 

coordinates in any place in front the vehicle and the software 

of the experiment permits to predict the virtual vehicle in any 

place by giving the program the coordinates (𝑥2,𝑦2 ) in 

millimeter. And the distance 𝐶 from the vehicle current 

position to its predicted position which can be easily 

computed as shown in Fig. 2 and it is very small so the errors 

in the position and heading angle will be corrected by the real 

vehicle when it moves to follow the predicted one [13]. 

C. Obstacles Position w. r. t. the Predicted Position 

For the environment construction with time-delay 

compensation we have to calculate, when the vehicle is in the 

current time, the obstacles position w. r. t. the vehicle 
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predicted position. In this algorithm, what we seek is to 

calculate the Laser data for the predicted vehicle position at 

time 𝑡 + ∆𝑡  using the available data in the current time𝑡 . 

These Laser scanner data are the range distance 𝑑2and the 

range angle𝜗2 for each laser point as in Fig. 2.  

 
 

Fig. 2. Laser data w. r. t. the predicted position. 

 

It is seen that the virtual triangle whose vertices are: the 

vehicle current position, the vehicle predicted position and 

Laser point on an obstacle; also, the proposed angles𝛼1 and 

𝛼2 are opposite to range distance of the laser point w. r. t. the 

real vehicle 𝑑1and the range distance of the same laser point 

w. r. t. the predicted vehicle 𝑑2respectively, and by simple 

calculations we can find the Laser range finder data w. r. t. 

the predicted position when the vehicle is in the current time 

as follows: 

 
𝛼2 = 𝜗1 − 𝜙1 − 90𝑜 ,

𝑑2 =  𝑑1
2 + 𝐶2 − 2𝑑1𝐶 𝑐𝑜𝑠 𝛼2 ,

𝜗2 = 270𝑜 − 𝑠𝑖𝑛−1 𝑑1 𝑠𝑖𝑛 𝛼2 𝑑2  .

          (1) 

At this step, the environment surrounding the vehicle in the 

predicted position is constructed. At this future time, the 

control signals will arrive and will be executed by the real 

vehicle, at the time before the real vehicle arrives to the 

predicted position [12]. In the GCS, the operator is driving 

the virtual vehicle and the path followed by the virtual 

vehicle is sent to the real vehicle as the commands inputs [14]. 

By this way, the real vehicle is driven along the path designed 

by the operator using the virtual vehicle [15]. In this 

mechanism, the system produces a continuously predictive 

display that appears to operate in real time compensating 

time-delay as in Fig. 3. 

 
Fig. 3. The real vehicle follows the predicted one. 

 

IV. EXPERIMENTAL RESULTS 

The algorithm simulation results show that the 

environment is continuously available in real time and the 

operator feels as if he/she controls the real vehicle directly 

with no latency achieving telepresence as illustrated in the 

steps of the detailed algorithm in Fig. 4. Moreover, the 

experiments results for the environment construction 

compensating time-delay using Laser range finder are shown 

in Fig. 5, whereas the black and grey points are the 

environment constructed using the laser data points w. r. t. the 

vehicle current and predicted positions respectively which 

are both available to the operator in the GCS when the vehicle 

is in the current time. It is shown in Fig. 5 (c) the laser data w. 

r. t. to the predicted vehicle only which will be available to 

the operator screen in GCS in the current time. And, the 

operator remotely drives the virtual predicted vehicle and 

these teleoperation commands which the operator performs 

are sent to the real vehicle as control commands. When these 

commands arrive to the real vehicle after time-delay ∆𝑡the 

real vehicle reaches to the position before the predicted 

position mentioned above and it is obliged to follow the path 

of the virtual vehicle and thus eliminating any prediction 

errors before they happen [16], [17]. Hence, the operator has 

the sensation that the real vehicle is being controlled and 

teleoperated with no latency which achieves telepresence. 

 

Fig. 4. BIT teleoperation algorithm using Laser scanner. 

 

 
(a) Both data are available in the same time. 

 
(b) Magnifying the data in (a). 
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(c) Laser data w. r. t. predicted positions only. 

Fig. 5. Laser scanner data w. r. t. current and predicted positions. 

 

V. CONCLUSION AND FUTURE WORK 

This paper has proposed a solution to the latency in 

environment construction using Laser range finder which is 

considered as a part of the work done in modifying the BIT 

AGV in order to be remotely controlled for the teleoperation 

purpose. In this approach, we construct the environment 

using the laser scanner with a predefined time offset∆𝑡. This 

offset causes the laser scanner to construct the environment 

ahead of the current time, such that this constructed 

environment is always and readily available at the time it is 

supposed that the vehicle is driven in. This offset time is 

calculated such that it is the time required for transmitting 

sensor data to the GCS and transmitting the control signals 

from the GCS to the vehicle. The experiments show very 

good results in performance and transparency since the 

Teleoperation environment w. r. t. to the predicted position is 

available for the operator in the current time compensating 

latency. And also, the simulation results of the algorithm 

show that it is applicable for short and long time-delays. 

The future work, we will be incorporating on the dynamic 

environment problems specially the high speed obstacles and 

integrating the algorithm in the BIT AGV control system to 

validate its efficiency. Also, we are looking for examining the 

algorithm using the Velodyne (3D Laser scanner) data for 

time-delay compensation using 3D environment construction 

and using also a CCD camera for coloring the laser data by 

the RGB color model on the camera images. 
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