
  

 

Abstract—Estimation of the amount of fines in crushed rock 

from images using standard segmentation algorithms is difficult, 

owing to the heterogeneity and partial obscuring of the objects 

to be identified. In this paper, we present an image classification 

system to estimate the proportion of fines in aggregates of rock 

particles based on two-level wavelet decomposition and 

morphological operations. Morphological opening and closing 

filtering performed on rock images with structuring elements of 

increasing size also enhanced the class separability of the 

images of rock particulates. Experimental results showed that 

the performance of the image classification approach can be 

superior to standard methods.  

 
Index Terms—Image-classification system, morphological 

operations, rock particulate size, wavelet. 

 

I. INTRODUCTION 

Information on the size distribution of particles is 

important for the efficient operation of process plants in the 

mining industry. In the coal industry, fine material size can 

lead to channel flow of gases through solid burdens in 

reactors and significant operational inefficiencies. In the 

mining industry, particle size distributions are typically 

measured by using sieves, cyclones and sedimentation 

techniques. These methods are not only time consuming and 

expensive, but also do not provide information that can be 

used for online control or process improvement. Image 

analysis is becoming increasingly attractive as the cost of 

computation continuous to decrease, and with it, the 

implementation of machine vision systems for rock size 

analysis is becoming more feasible [1]. Some of the current 

commercial applications available for this purpose, include 

Split and Wipfrag [2]-[4].  

To analyze rock particles, four major processes need to be 

accomplished in a machine vision system. These are image 

capture and enhancement, segmentation, feature extraction 

and the application of domain information to recognize 

objects. The most difficult step in the measurement of rock 

particle sizes on conveyer belts is segmentation. Thus, in this 

paper we propose an image classification methodology for 

rock particulate size estimation that do not depend on image 

segmentation. We use wavelet transforms, owing to their 

 

 

 

multi-resolution representation of images and its efficiency 

with regard to textural feature extraction. Morphological 

operations using increasing structuring element sizes is also 

used to extract features that differentiate the rock images with 

the varying amounts of fines (rock particles with sizes below 

6 mm in this case). The amounts of fines in test rock images 

are determined by averaging the votes of the k closest 

training data points in the feature space. 

 

II. WAVELET TRANSFORM 

 The wavelet transform is a popular tool for texture 

analysis, as it provides useful information about the spatial 

and frequency features of the images. In contrast, Fourier 

transforms for example, show only the frequency 

characteristics of the pattern [5]. Since the correlation of 

identical patterns at different scales can be low, 

multiresolution methods are better able to deal with the 

problem of scale.  

In two dimensions, a two-dimensional scaling 

function ),( yx , and three two-dimensional wavelets 

),( yxH , ),( yxV  and ),( yxD  are required. 

Each is the product of a one-dimensional scaling function   

and corresponding wavelet  . Excluding products that 

produce one-dimensional results, like )()( xx  , the four 

remaining products produce the separable scaling function 

)()()( yxx   and separable directional wavelets 

)()(),( yxyxH  , )()(),( yxyxV  , 

)()(),( yxyxD  . 

Given separable two-dimensional scaling and wavelet 

functions, the scaled and translated bases are as follows: 
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where index i identifies the directional wavelets. The discrete 

wavelet transform of image, ),( yxf  of size NM  , is  
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where j0 is an arbitrary starting scale. The ),,( 0 nmjW  

coefficients define an approximation of f(x, y) at scale j0. 

 

 
                                           (a) 

 
                                           (b) 

Fig. 1. Two-level wavelet transform of rock image. 

 

The ),,( 0 nmjW i

  coefficients add horizontal, vertical, 

and diagonal details for scales 0jj  . Normally, 00 j  

and 
JMN 2 so that 1,...,2,1,0  Jj and 

12,...,2,1,0,  jnm . 

The equations show that the wavelet transform is a 

measure of the similarity of the basis functions and the 

images. Therefore, the wavelet coefficients refer to the 

closeness of the image to the wavelet at the current scale. In 

this work, Debauchies wavelet basis functions were used [6].  

Fig. 1(b) shows the two-level wavelet transform of the image 

of rock particles in Fig. 1 (a). 

 

III. MORPHOLOGICAL OPERATIONS 

Mathematical morphology is the analytical theory of 

spatial structures [6] and is useful for the analysis of shapes 

of objects of interest in images. 

A. Morphological Opening 

Morphological opening of an image f(x,y) is the erosion of 

f(x,y) followed by dilation with the reflected structuring 

element SE: 

 

  SESEfSEf  ,                                  (5) 

where   and   denote erosion and dilation respectively. 

The structural element must be set according to the objects 

of interest and since rock particles normally have 

approximately ellipsoidal shapes, the structuring element 

used in this work was an ellipse. 

B. Morphological Closing 

Morphological closing is used to enhance the original 

shape of the objects of interest, based on erosion of the 

dilated image. 

 

  SESEfBf                            (6) 

 

Fig. 2 shows examples of closings openings with different 

sizes of the structuring element. 

  

IV. FEATURE EXTRACTION 

Feature extraction is an essential stage in texture 

classification and is critical to the success of texture 

classification systems. The main difference between many 

texture classification systems is the feature extraction method. 

In this study, the values of the calculated wavelet coefficients 

and the pixel values of the morphologically filtered images 

were the essential features that were used to determine the 

proportion of fines in samples of rock aggregates. To reduce 

computational cost, the following features were used, viz. the 

energy of the images after morphological processing, as well 

as the mean, variance, entropy and contrast of the wavelet 

coefficients of selected subbands calculated from the 

co-occurrence matrix of the particular subbands [7]-[8]. 

Table I shows the features used classify the amount of fines 

in rock images 

 
TABLE I: FEATURES COMPUTED FROM GRAY LEVEL CO-OCCURRENCE 

MATRIX F(X, Y) 

Features  

Energy 
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V. IMAGE CLASSIFICATION SYSTEM 

Our proposed classification based size estimation system 

uses the k-Nearest Neighbor to estimate the amount of fines 

in rock samples. The amount of fines is defined as follows: 
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where SDi(V) and Nk(V) are the k-closest training features and 

their neighborhoods respectively. We calculate the Euclidean 
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distances of the query image and all the training set images 

and find the k-closest neighbors. The average of the k-closet 

neighbors in the feature space is the estimate of amount of 

fines in rock sample 

 

 
(a) 

 
                (f) 

 
                       (b) (g)                                                                     

 
                         (c) 

 
                     (h)  

 
(d) 

 
(i) 

 
(e) 

 
(j) 

Fig. 2. (a) Original rock image with 0% fines (b) Morphological closing of 

image in (a) using structuring element (SE) of size 30 (c) Morphological 

closing of image in (a)  using a SE  of size 10. (d) Morphological opening of 

image in (a)  using a SE  of size 30 (e) Morphological opening of image in (a)  

using a SE  of size 10 (f) Rock image with 80%  fines  (g) Morphological 

closing of image in (f) using SE of size 30 (h) Morphological closing of 

image in (f) using SE of size 10 (i) Morphological opening of image in (f) 

using SE of size 30 (j) Morphological opening of image in (f) using SE of 

size 10. 

VI. EXPERIMENTS AND RESULTS 

In order to compare our proposed method and standard 

methods, our image classification method and the 

commercial Split software were tested on prepared coal 

samples with different amounts of fines. Coal samples were 

sieved on a pilot plant in to  -6 mm (fines) and +6 mm (coarse) 

fractions. 

Seven different blends were created consisting of 0%, 20%, 

40%, 50%, 60%  80% and 100% fines as shown in Fig. 3. Ten 

samples of each blend were prepared, of which five samples 

of each blend were used as training data. The rest of the 

images were used as test data.  

 

    
 

0% fines 

 

 

20% fines 

 

40% fines 

 

50% fines 

   

 

60% fines  80% fines 100% fines  

 

Fig. 3. Rock image showing different amounts of fines. 
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Fig. 4. Principal component score plots of grades of fines in two dimensions. 

 

Principal component analysis (PCA) was used for 

visualization of the selected features by projecting them onto 

a two-dimensional plane, as shown in Fig. 4. In this figure,  

70 different samples of the seven blends of rock imagesare 

shown. As indicted by Fig. 4, there were no sharp differences 

between the blends with 40% fines and those with 50% fines. 

This is partly due to the similarity of the images in the range. 

Fig. 5 shows the results of the estimation of fines by use of 

the image classification system discussed above and Split 

software. Estimates are compared with the ground truth on 35 

rock image samples. The average sum of absolute difference 
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between the ground truth, the proposed method and Split 

software are 6.1 and 23.3 respectively. 

 

0

20

40

60

80

100

120

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35

Samples

%
 f

in
e
s

Ground Truth

SPLIT

Classification

based method

 
Fig. 5. Results of estimation of amount of fines by algorithms. 

 

VII. CONCLUSION 

In this work, we have presented a classification based 

method for estimating the amount of fines in rock image. The 

method uses the wavelet transform and morphological 

operations to extract features. Experimental results show that 

the performance of image classification system can be better 

than standard methods used, as represented by the Split 

algorithm. Moreover, the approach is general and readily 

adaptable to similar particle size estimation problems. 
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