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Abstract—This paper has been presented the adaptive estimation for missing environmental parameters for short duration. The Radial Basis Function based Artificial Neural Network technique has been discussed and used this technique the estimation of the missing environmental parameters. This work assumes that data are missing completely at random. This implies that we expect the missing values or input vector to be deducible in some complex manner from the remaining data. Two cases of missing parameters have been considered, in first case one parameter is missing, and in second case two parameters are missing.

Index Terms—RBFNN, artificial neural network, missing data, random data.

I. INTRODUCTION

Real time processing applications are highly dependent on data acquisition and therefore quite often suffer from the problem of missing input variables. Databases such as those which store measurement or environmental data may be subjected to missing value or variable either in data acquisition or data storage process [1]. There are several reasons, why the data may be missing. They may be missing because one or more than one sensor may have temporarily malfunctioned, or the data may not have been entered correctly or a break in the data transmission line [2]. Missing data has difficulty in the analysis and decision making processes which depend on these data; no matter how accurate and efficient are the methods of estimation. To overcome this issue, various techniques have been proposed to find the missing data, can be reported as [3]-[11].

However, some statistical methods, like mean substitution, and hot deck imputation have a high likelihood of producing biased estimates or make assumptions about the data that may not be true, affecting the quality of decisions made based on the data.

To predict the exact values of the missing variables, a proper estimation method needs to be selected.

In this paper, the RBF based ANN technique has been proposed as a solution to the problem of missing data for short duration. Radial basis function (exact fit) approach has been used for ANN training and test. Further the radial basis neural networks can be designed directly by fitting special response inputs where they will do the most good. The applicability of the Graphical User Interface (GUI) of Neural Network tool box under MATLAB environment has been explored.

II. ARTIFICIAL NEURAL NETWORK TECHNIQUES

A. Basics of Artificial Neural Networks (ANN) and Radial Basis Function (RBF)

An ANN is a computational model of the brain. The ANN assume that computation is distributed over several simple units called neurons, which are interconnected and operate in parallel, thus known as parallel distributed processing systems or connectionist systems. Implicit knowledge is built into the ANN by training it. The ANN captures the domain knowledge from the examples. ANN can handle continuous as well as discrete data and has good generalization capability. Several types of ANN structures and training algorithms have been proposed in [12], [13]. The transfer function for a radial basis neuron is:

$$\text{radbas}(n) = e^{-n^2} \quad (1)$$

Here n is the net input to the radbas transfer function and it is defined as the vector distance between its weight vector and the input vector, multiplied by the bias. This radbas function calculates a layer’s output from its net input.

B. Radial Basis Function (RBF) Based ANN

In radial basis function (RBF) based ANN; the learning is equivalent to finding a surface in a multi dimensional space that provides a best fit to the training data, with the criterion for best fit being measured in some statistical sense. Radial basis networks may require more neurons than standard feed-forward back propagation networks, but often they can be designed in a fraction of the time it takes to train standard feed-forward networks. They work best when many training vectors are available. The basic form of RBF architecture involves entirely three different layers. The input layers is made up of source nodes while the second layer is hidden layer of high enough dimension which serves a different purpose from that in a multilayer perceptron. Finally the output layer supplies the response of the network to the activation patterns applied to the input layer. The transformation from the input layer to hidden is nonlinear whereas the transformation from the hidden unit to the output layer is linear [13]-[16].
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C. MATLAB Based Neural Network Toolbox Graphical User Interface

Neural network toolbox provides tools for designing, implementing, visualizing, and simulating neural networks. Neural networks are invaluable for applications where formal analysis would be difficult or impossible, such as pattern recognition, and nonlinear system identification and control. Neural network toolbox software provides comprehensive support for many proven network paradigms, as well as graphical user interface that enable to design and manage given networks. The modular, open, and extensible design of the toolbox simplifies the creation of customized functions and networks.

The graphical user interface is designed to be simple and user friendly, but we will go through a simple example to get started.

The GUI allows creating networks, entering data into the GUI, initialize, train, and simulating networks, exporting the training results from the GUI to the command line workspace, import data from the command line workspace to the GUI, for the opening of the Network/Data Manager Window, the command is ‘nntool’.

III. METHODOLOGY

The selections of the method are dependent on the nature of the missing data and the accuracy required.

A. The Nature of Missing Data

If there are data sets with variables \( X = \{X_1, X_2, \ldots, X_N\} \), where \( X_1, \ldots, X_N \) are some input variables and if \( X_1 \) or \( X_2 \) or \( X_N \) or \( X_1X_2 \) or \( X_3X_4 \), \ldots, \( X_N \) are missing input variables. The nature of the missing data can be characterized in three categories as follows [17]-[19]:

1) Missing completely at random (MCAR)

There are several reasons why the data may be missing. They may be missing because one or more sensor malfunctioned, the data were not entered correctly, a break in data transmission line, etc. Here the data are missing completely at random (MCAR). When we say that data are missing completely at random, we mean that the probability of the missing data is dependent only on the value of any other variables.

2) Missing at random (MAR)

This occurs if the missing value for the input vector depends on other variables in the dataset, such that the pattern in which the data becomes missing is traceable. That is the probability of the missing data is dependent only on any input vector, the existing values in the database and not on any missing data.

3) Missing not at random (MNAR)

This occurs when the missing value for the input vector depends on the other missing values, such that the existing data in the database can not be used to approximate the missing values. This is also known as the non-ignorable case. The probability that \( X_1 \) or \( \ldots \) or \( X_N \) is missing is dependent on the missing data.

This work assumes that data are missing completely at random (MCAR). This implies that we expect the missing values or input vector to be deducible in some complex manner from the remaining data.

Initially the real time data of seven parameters for 30 days is collected and the collected data are applied to the above mentioned methods.

B. RBF Based ANN Architecture for Missing One Parameter

The inputs and outputs of ANN, structure of the its network using appropriate data should be done with utmost care for effective incipient missing parameter of the EM system. The inputs are real time measuring environmental parameters by the EM system and there is one output of the missing parameter. Therefore, as shown in Figure 1 there is six input neurons and one output neuron. For simulation, a case of a real time measured six parameters and one missing parameter is taken up by the EM system. The instantaneous values are used in the training and testing/validation process. A total of 1,163,387 data sets are used in the training. Therefore as mentioned earlier there are six input neurons and one output neurons in the proposed scheme. The architecture of the network is shown in Fig. 2.

Fig. 1. Illustrates the six inputs and one output of the ANN.

Fig. 2. Architecture of the one output network.

1) Simulation results/performance of proposed RBF ANN

The network is trained using the radial basis function (exact fit) ANN under MATLAB Neural Network tool box (GUI). The spread constant is taken as 1.0 in the present work. The trained network is tested with data sets consisting of trained data of 15 data sets (24 hours averaging). The tested results are shown in Table I. These test data sets show the expected output. It is clear from the Table I that the ANN has successfully identified the missing parameter. The output of the ANN for a particular missing parameter is exactly the same as expected.

C. RBF Based ANN Architecture for Missing Two Parameters

Here again the inputs and outputs of ANN, structure of its network using appropriate data should be done with utmost care for effective incipient missing parameter of the EM system. The inputs are real time measuring environmental parameters by the EM system and there are two outputs of the missing parameters. Therefore, as shown in Fig. 3 there is five input neurons and two output neurons.
are shown in Table II. These test data sets show the expected output. It is clear from the Table II that the ANN has successfully identified the missing parameter. The output of the ANN for a particular two missing parameter are exactly the same as expected.

IV. RESULTS AND DISCUSSIONS

In the 1st part of this paper an effort has been made to describe the best estimation techniques for the missing data of completely random nature. Two techniques have been proposed as the solution to estimate these missing data. The two techniques are based on radial basis function neural network and linear regression models. These two techniques are successfully demonstrated in previous sections to predict the indoor environmental parameters. Both these techniques are discussed individually and also compared with each other. Table I and Table II show the results of implemented scheme for missing one parameter and missing two parameters.

The linear regression analysis technique has been used to evaluate the missing one or two environmental parameters. Application of this technique has resulted in development of seven mathematical relations. To generate the formulae, first 15 days data of the month is used and the developed formulae is validated on next 15 days data of the month. For further analysis and validation of the developed mathematical formulae, those formulae are used which has correlation...
coefficients greater then 0.98. Higher value of correlation coefficients i.e. greater a 0.98 for the validation represent the high accuracy in predicting the approximate value of missing data.

We found, the RBFNN simulated error varies from 0.249E (-3) % - 0.768E (-3) % for missing one parameter and 0.969E (-3) % – 0.35E (-2) % for missing two parameters.

Further analysis of the models proves that the result obtained by RBFNN model is more accurate and suitable for estimating the missing parameters for short duration.

V. CONCLUSIONS

This paper has been discusses RBF based ANN technique for the solution of the problem related to missing data for short duration.

Radial basis function (exact fit) approach has been used for ANN training and testing. Further the radial basis neural networks can be designed directly by fitting special response inputs where they carry out the most good. The applicability of the GUI of Neural Network tool box under MATLAB environment has been explored. The technique as described here is successfully used in estimating the missing parameters in both the cases with fairly good accuracy.

Findings also showed that the RBFNN based ANN seem to perform better in cases where the missing data is completely random.
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