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Abstract—Augmented reality has been an active area of 

research for the last two decades or so. This paper presents a 

comprehensive review of the recent literature on tracking 

methods used in Augmented Reality applications, both for 

indoor and outdoor environments. After critical discussion of 

the methods used for tracking, the paper identifies limitations of 

the state-of-the-art techniques and suggests potential future 

directions to overcome the bottlenecks. 

 

Index Terms—Augmented reality, tracking. 

 

I. INTRODUCTION 

Augmented Reality (AR) is the blending of real-world 

images with artificial objects or information generated by a 

computer. It is also defined as the extension of user’s 

environment with synthetic content [1]. For more than two 

decades, AR has been a topic of interest in the field of 

computer graphics as it enriches human perception and 

facilitates understanding of complex 3D scenarios [2], [3]. 

AR applications are now becoming more popular due to their 

capability to run on a variety of platforms such as mobile 

computers and even cell phones [4]. 

Tracking, the process of locating a user in an environment, 

is critical to the accuracy of AR applications as more realistic 

results can be obtained in the presence of accurate AR 

registration. It usually includes determining the position and 

orientation of the AR user. Generally, the most important part 

is tracking the head as the user wears a Head Mounted 

Display (HMD) from which the augmented images of the real 

world are displayed. The improved accuracy of the AR 

system due to tracking also prevents problems such as visual 

capture [2] and does not allow visual sensors to gain a 

priority over other sensors. For instance, inadequate 

registration accuracy can cause the user to reach wrong part 

of the real environment because the augmentation has been 

displayed on another part. The eyes of the users get used to 

the error in the virtual environment and after some time of 

usage they start to accept these errors as correct which is not 

desirable. 

This paper reviews the state-of-the-art tracking methods 

used for AR, identifies the bottlenecks involved and proposes 

future research directions. The paper is structured as follows: 

Section 2 discusses the tracking techniques for indoor and 

outdoor environments, fusion methods and a recent set of 

methods which were very well known in the robotics 

community but are new to computer graphics. The limitations 

of the currently used methods are identified in Section 3. 
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Future research directions that can be explored are proposed 

in Section 4 which is followed by conclusions in Section 5. 

 

II. TRACKING METHODS 

A variety of tracking methods for different applications are 

found in literature [5]. This section provides a review of 

different tracking methods used for AR applications under 

four main categories: indoor methods, outdoor methods, 

fusion strategies and recent approaches as shown in Figure 1. 

 
Fig. 1. Tracking methods for augmented reality. 

 

III. INDOOR TECHNIQUES 

Indoor environments provide a structured domain for an 

AR application and movements of the user are limited only to 

a specified region. In [6], it is stated that for an indoor space, 

the dimensions of the environment are fixed and the user’s 

possible movements are more predictable. The structured 

domain also provides power for the tracking equipment and 

presents a controlled environment [7]. 

Before proceeding, it is important to understand the term 

“marker” used in the context of these methods. Fiducial 

markers are distinguishable elements put in the environment 

so that they can be identified apart from other objects in the 

same environment. These markers can be categorized as 

active or passive markers. Active markers emit a signal (e.g. 

magnetic, light) which can be sensed by the sensor. Passive 

markers tend to be a pattern which can be easily isolated from 

the texture of the environment (e.g. QR codes). In this case, 

computer vision methods must be applied out to recognize 

the marker. Markers are sometimes also referred as beacons 
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and landmarks in different applications. 

Indoors tracking is generally achieved by two methods: 

outside-in and inside-out as described in [8]. Names of these 

methods present clues about the location of the sensor, which 

can be magnetic, ultrasonic, radio frequency identification 

(RFID) sensors or a camera, and how the tracking is achieved. 

In the first method, the sensor is fixed to a place in the 

environment. The user wears a hat-like item on which the 

fiducially markers are mounted. As the name suggests, the 

sensor is placed somewhere outside the user (outside) but is 

sensing the markers on the user (in). Vice versa, the user 

carries the sensor and the fiducially markers are mounted 

around the environment (certainly within the sensor’s range 

or field of view) in the second method. As the locations of 

these markers are well-known in advance, tracking can be 

achieved. 

Although there are many different types of indoor tracking 

methods using magnetic or ultrasound sensors, these systems 

generally use both expensive and complex hardware [9,10]. 

Although GPS is a good option for tracking user position 

outdoors, indoor environments like laboratories or buildings 

generally block these signals. The uncertainty of GPS signal 

in the indoor environments calls for more reliance on 

vision-based tracking systems. 

A wide range tracking system named HiBall was presented 

in [8]. The aim of the study was an accurate, robust and 

flexible system to be used in large indoor environments. The 

HiBall device was designed as a hollow ball with a 

dodecahedron shape. Upper part of the device was fitted with 

6 lenses. LEDs controlled by an interface board were 

mounted on the ceiling in the laboratory. 

A complete tracking system named Video Positioning 

System (VPS) was designed and developed in [11]. This 

system used fiducial markers. A new fiducial pattern design 

was introduced which allows using unique patterns for 

accurate position and orientation calculation. The pattern 

design was based on RAG (region adjacency graph) with two 

parts namely key and the identifier one of which indicated 

that this shape is a marker and the second differentiated 

between different markers in the system. 

VPS was also applied on a parallel architecture in [12] and 

it was shown that parallelization improved the performance 

of some parts in the system for real-time operation. 

In [13], a comparison of the VPS system given in [11] and 

the ARToolkit was presented. The results showed that VPS 

provided more accuracy than the popular ARToolkit system 

against moderate changes in viewpoint and distance. 

However ARToolkit performed better when distance is 

increased and the authors suspected that this was due to the 

design of the fiducial markers. 

Chia et al. [14] developed a camera tracking system based 

on natural features. The system used precaptured reference 

images of the scene and then RANSAC was used for robust 

matching to achieve invariance in motions of the feature 

points. The system was able to run at 10Hz using some 

fiducial markers as well. 

Park et al. tracked several 3D objects simultaneously, 

robustly and accurately in real-time [15]. Frame-to-frame 

tracking was found to be less computationally demanding but 

it was prone to fail and detection was more robust but it was 

slower. These techniques were combined to benefit from 

their advantages. For each target object a 3D CAD model and 

a small set of reference images, named as keyframes, were 

available. Key point detection and pose estimation was 

performed in one thread and key frame detection was 

performed in another thread working in parallel. The system 

was able to work at 15-20fps on a 3.2 GHz multicourse CPU, 

though the performance deteriorated when the number of 

objects increased. 

Bekel [16] presented a viewpoint based approach for AR. 

This method used Self-Organizing Map (SOM) to train as a 

classifier which is later used to label different types of objects 

by overlaying in the scene. 

Adams et al. [17] developed a method for aligning 

viewfinder frames obtained from the camera of a mobile 

phone and they applied their system to 3 different cases 

including night-view, panorama and an input method for the 

camera instead of shaking. The authors stated that two 

algorithms were required for alignment. First was the 

generation of the digest by extracting edges in horizontal, 

vertical and two diagonal directions and a set of point 

features. The second part was the alignment of edges. This 

gave the translation between two frames. Then by using the 

point feature correspondences the confidence of the initial 

translation is obtained. The alignment algorithm developed in 

this study was fast and robust against noise however it was 

very fragile against rotations where rotations greater than 1.5 

degrees were reported to create problems. 

A different approach for pose tracking in a built-in camera 

of a mobile phone was followed by Wagner et al. in [18]. 

They have used SIFT for robust features and Ferns for 

classification. Ferns is a fast classification method however it 

requires a great amount of memory. To alleviate the 

computational expense of the SIFT method it was altered by 

removing the calculations required for scale invariance. 

Instead, a database of the features at different scales was used 

for the same purpose. FAST was used for corner detection for 

its high repeatability. 

VisiTrack system was developed in [19] for tracking in 

mobile devices using point and edge extraction together with 

colour segmentation. Although the system was claimed to 

provide markerless localization a marker can be seen in the 

test sequences in the system running at 25fps. 

For the indoor AR system in [20], visual tracking was used. 

The system recognized image views of the environment 

acquired beforehand. Processing was carried out by remote 

PCs via a wireless LAN. 

 

IV. OUTDOOR TECHNIQUES 

Indoor environments are generally more predictable 

whereas the outdoor environments are usually limitless in 

terms of location and orientation. As opposed to indoors, 

there is less chance for preparing the environment to track the 

user while working outdoors. Moreover, predefined artificial 

landmarks cannot be used and natural landmarks need to be 

found. Also, varying light poses a problem for camera 

tracking which is not an issue for indoors. 

As mentioned earlier, GPS is considered a good tracking 

option when working outdoors. A comparison of different 
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GPS receivers including different brands such as Trimble, 

Garmin and DeLorme is given in [6].  

A differential GPS and a compass was used for position 

and orientation estimation in [21]. Latitudes and longitudes 

of several viewpoints were stored in a database along with 

the set of images taken at different times of the year with 

varying light conditions. 

Reference images were used for video tracking and 

matching was performed to find these reference images for 

the outdoor AR system in [22]. A video image was compared 

with the reference images and a matching score was obtained. 

For the best matching score, the 2D transformation was 

calculated and the current camera position and orientation 

were deduced. This transformation was used to register the 

model on the video frame. The matching technique was based 

on Fourier Transformation to be robust against changes in 

lighting conditions hence it was limited to only 2D 

transformations such as rotation and translation. This 

technique had a fixed number of computations therefore it 

was suitable for real-time operation without using markers, 

however it worked on 10Hz which is a low rate for real-time 

display. 

Inertial sensing is a widely used method since its operation 

is similar to the otolith stones in human ear [23]. 

Accelerometers are used for translational motion and gyros 

for rotational motion. This method is generally used together 

with other tracking methods as it will be given in more detail 

in Fusion Strategies. 

For the tracking of the user’s location in [24] in the ancient 

city of Paestum in Italy, a WiFi system was planned by 

installing antennas instead of using GPS. However, this was 

not implemented due to the opposition to changes in the 

original archaeological site by the archaeologists [22]. 

Tracking for a walking or running user was performed 

using a custom tracking system in [25]. The system used an 

inertial sensor, electromagnetic sensor, push-buttons in the 

heels of the user and trackers in the knees so that the actual 

motion of the legs could be obtained. The transmitter was 

mounted above user’s waist so that the relative motion of the 

legs could be extracted when the user’s foot does not ground. 

 

V. FUSION STRATEGIES 

When the above mentioned methods are used as the only 

sensors, accuracy of the tracking may be low. However, very 

accurate systems can be obtained by using different sensors 

together. 

Fusion methods are classified as loosely and tightly 

coupled systems [23]. In loosely coupled systems, the sensors 

act separately and perform calculations regardless of each 

other. However, in tightly coupled systems, a sensor fusion is 

used i.e. calculations are performed together to generate a 

single and improved position estimation. 

Visual inertial tracking is a very popular technique, due to 

the complementary characteristics of both sensors, used in 

many different applications. Vision allows estimation of the 

camera position directly from the images observed [26]. 

However, it is not robust against 3d transformations, and the 

computation is expensive. For inertial trackers, noise and 

calibration errors can result in an accumulation of position 

and orientation errors in inertial trackers. Vision is good for 

small acceleration and velocity. Inertial sensors have long 

term stability problems [27]. 

When these sensors are used together, faster computation 

can be achieved with inertial sensors and the drift errors of 

the inertial sensor can be corrected with vision. Applications 

generally use low frequency vision data and high frequency 

inertial data [28] since visual processing is more expensive 

and trackers today can generate estimates at rates up to 

550Hz using custom hardware [29]. 

A hybrid tracking system was developed by [3] for mobile 

outdoor AR. The system combined vision-based methods and 

inertial trackers. Developed inertial tracker hardware 

includes 3 accelerometers, 3 gyroscopes and a Digital Signal 

Processor (DSP). Three devices were used to track 

accelerations in x, y and z coordinates. The vision system 

used point features and calculated the 6 degree-of-freedom 

(DOF) camera pose using Perspective-N-Points (PnP). 

Another visual-inertial tracker system was developed by 

Foxlin et al. [30]. One or more cameras could be added to the 

system. The authors developed a fusion filter to combine 

visual and inertial measurements. Artificial fiducial markers 

were arranged in a circular matrix and used by the system. 

A self-contained tracking system for outdoor using inertial 

and visual sensors was developed in [7]. The system used a 

fiducial design based on colours for indoor AR application. 

You et al. [26] developed a hybrid system for accurate 

registration in AR. A prediction-correction method was used 

in this system. The data obtained from the inertial sensor was 

used to estimate 2D feature motion (2D prediction) and then 

visual feature tracking was employed to correct the estimate 

(2D correction). Finally, a 3D correction was performed on 

the by the gyroscopes from 2D motion residual. 

User tracking in [6] was performed with GPS and head 

trackers and a camera was only used for view. The system 

components included Trimble AgGPS 332 Receiver, TCM5 

3-axis orientation tracker, Wristpc wearable keyboard2, 

Cirque smart cat touch pad3, i-glasses SVGA HMD and a 

laptop. 

Inspired by a desktop optical mouse and based on the 

“Anywhere Augmentation” paradigm introduced by the 

authors for outdoor AR, a tracking system with a camera 

aiming directly to the ground and an orientation tracker was 

developed in [31]. The system additionally used GPS to 

prevent long term drift of the system. 

Haala et al. [32] used a low-cost GPS and a digital 

compass for positioning in an urban environment. The 

authors applied shape matching with the 3D model of the 

building and the actual building. When the system found a 

match, the 3D model was overlayed in the video. 

Piekarski [33] developed an outdoor AR system by using a 

Trimble Ag132 GPS unit and an orientation tracker and 

achieved an accuracy of less than 50cm. In the software, the 

user was able to define the corners of 3D model to be drawn 

with a pinch-glove. The marker on the glove was tracked by 

the system to define the corners of 3D model to be drawn. 

A different outdoor application which aimed to display an 

archaeological site to users was given in [34]. The system 

used GPS together with inertial sensors provided within the 

HMD. 
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Sherstyuk [35] developed a novel method for fast 

semiautomatic 3D geometry acquisition using motion 

tracking equipment which was intended for quick surface 

prototyping where quality is not of high priority. A life size 

medical mannequin (articulated doll) is used by additional 

touch sensitivity to arbitrary locations of the mannequin. 

Then a surface scanning method was used to track the motion 

of the user and generate the 3D reconstruction of the 

mannequin for medical visualization. 

 

VI. EMERGING APPROACHES 

Finding position and orientation of the agent is an issue in 

both tracking in AR and robotics. There has been a vast 

amount of research in the robotics field about this topic. 

Algorithms known as Simultaneous Localization and 

Mapping (SLAM) have been developed to localize a robot 

based on the map which it creates by observing its 

environment. 

Since SLAM algorithms can be applied for a robot, they 

can also be applied to a camera mounted on the user in an AR 

context. Conventional tracking techniques explained before 

had their own advantages and disadvantages in different 

situations. Application of SLAM algorithms on tracking 

brings new initiatives to current state-of-the-art systems. 

An interactive and interesting application was presented in 

[36] where Chekhlov et al. applied EKF SLAM given in [37] 

to an AR game in which a ninja tries to jump from one plane 

to another until he reaches the target plane. Higher level 

structures such as planes were created from point feature sets 

using RANSAC and OGRE game engine was used to 

implement the game. 

Bleser [38] investigated robustness and accuracy of 

realtime markerless augmented reality in both known and 

unknown environments for AR. Bleser used sensor fusion of 

IMU and a camera with particle filtering. CAD model of the 

environment or an object was matched with the actual object. 

The tests showed operation in a small environment 2.1m. × 

1.5m. × 2.5m. and a conceptual solution for large 

environments was presented. 

One of the most impressive results for AR using SLAM 

was presented by Klein et al. [39]. Their system used 

markerless tracking in a parallel system. Two threads were 

executed for tracking and mapping of the environment. They 

also presented interesting AR applications such as the glass 

magnifier. 

Kozlov et al. [40] proposed using AR as an approach to 

visualize the internal state of a robot in order to test and 

debug SLAM algorithms. This approach presented a 

different point of view as the methods mentioned above used 

SLAM for AR. The authors proposed using visualization for 

robot pose, state map and data association where cross 

correlations could be used to show the decrease of 

uncertainty in the map. 

  

VII. PROBLEMS WITH CURRENT APPROACHES 

Current tracking systems still have many problems. Two 

types of errors were defined in [2] namely static and dynamic 

errors. Before giving details about problems when using 

different types of sensors, these two important terms will be 

explained. 

The errors in tracking systems are considered as static 

errors due to the inadequate accuracy provided by the 

commercial systems at the time being. The dynamic errors 

are delays. The end-to-end system delay is the time elapsed 

between the time when the tracking system to measure the 

position and orientation of the user to the time when the 

images appear on the display. 

Vision methods allow both tracking and managing residual 

errors. They are low cost. The problem with these methods is 

the lack of robustness [41]. For some applications e.g. [31], 

there may be a great probability of incorrect matches since 

the texture of the ground is mostly similar in different areas 

as a repeating pattern. It was stated in [42] that the structure 

of AR models is more difficult than Virtual Reality (VR) 

since the former uses geometry not only for visualization but 

also for occlusion handling and vision based tracking of 

scene features. 

Also for visual tracking, the features to be used as 

landmarks should be invariant to changes in lighting and 

viewpoint. Since this is not always possible vision based 

tracking outdoors are reported to be very fragile [3]. Using 

camera as the only sensor was found to be accurate but 

expensive in computation [43]. 

Standard GPS has an error in order of 10m. However, it 

improves when a differential GPS or real-time kinematic 

(RTK) correction is used. Line of sight can be a problem for 

the satellites in urban environments [23] or under dense tree 

canopy due to variance [44]. Other problems with GPS were 

explained in detail in [45]. The system developed in [46] 

reported about the tracking problems occurring when GPS 

was used as the only sensor and the authors suggested using 

sensor fusion or GPS dead-reckoning. 

Double integration in inertial trackers cause drift errors to 

propagate rapidly [31]. Active tracking systems require 

calibrated sensors and signal sources in a prepared 

environment and tracking equipment can be affected by 

signal noise, degradation with distance and interference 

sources [41]. Magnetic trackers can be interfered with the 

ferro-magnetic objects in the environment [47]. A system 

with gyros and accelerometers provide good bandwidth 

however it is prone to integrated errors and long term stability 

is not guaranteed [48]. 

Other problems also come into consideration as well as 

other SLAM systems used in robotics. First of all data  

association which means finding a correspondence between 

the feature model and the observed feature due to low 

precision and recall rates [49]. The second problem is 

linearization due to the characteristics of current SLAM 

methods. Linearization problems both affect the filter 

stability and convergence resulting in less accurate 

localization [50]. 

 

VIII. FUTURE DIRECTIONS 

Azuma stated that AR tracking for outdoors in real-time 

with required accuracy is an open problem [2]. Though more 

than a decade has passed after his statement, this problem still 
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keeps its validity since AR requires high accuracy, low 

latency and low jitter [3]. Similarly in [30], it was stated that 

there was a great need for a self-tracker that can be used in 

natural outdoor environments as well however a robust 

implementation of such a tracker was years away due to the 

challenges in finding robust features in natural environments. 

AR has the potential for many different and interesting 

applications including entertainment such as the games in [1, 

51] or cultural heritage applications as in [22, 34] when 

outdoors are considered. 

Most outdoors methods used GPS and inertial trackers for 

this purpose [6, 34, 46, 51]. Vision based tracking has also 

been applied for some systems as in [21, 22, 41]. Inertial 

sensor can be used for stability and robustness in cases of 

rapid motion or occlusion [43]. 

Current applications of using SLAM for AR as [36, 43, 52, 

53] are limited to desktop or laboratory environments though 

they presented accurate results in tracking. In [52] 

localization was performed according to known 3D junctions. 

AR tests were carried out with a rectangular pattern in the 

view at all times [52]. Similar results can be seen in the work 

of [43]. 

Considering the methods used today, we have come up 

with the following ideas and suggest them for future 

research: 

1) A fusion of different sensors within a SLAM framework is  

a promising approach to follow. 

2) Vision-based tracking is quite useful because we already 

need images of the environment for augmentation. As we 

have this information source at hand, it is wise to use it for 

both tracking and augmentation. 

3) The introduction of robust detectors such as SIFT or SURF 

will improve the visual tracking process. However they are 

considered as an important barrier to achieve full 

frame-rate operation in real-time [54]. 

4) For performance considerations, graphics hardware or 

parallel implementation are suggested. 

 

We believe that more accurate systems for outdoors AR 

tracking are feasible using the methods mentioned above. 

 

IX. CONCLUSION 

In this paper, we tried to present several application 

examples of tracking methods for AR for indoor and outdoor 

environments. These methods were examined form a critical 

point of view considering both advantages and disadvantages 

of using different sensors for the tracking process. 

An emphasis was made on visual tracking methods due to 

their increasing popularity in the literature. With the new 

methods developed from computer vision community as 

mentioned earlier and a fusion of vision-based methods with 

other sensors, we believe that the accuracy of tracking will 

reach sufficient levels for real-time rendering and 

augmentation. 
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