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Abstract—The use of cellular networks in telemedicine applications, in particular for biomonitoring ambulatory patients, is becoming very popular. A prerequisite for deploying such emerging services is a good understanding of their requirements, in terms of network resources. In the network traffic domain, models are needed to help estimate these needs, and to help in planning services for the mass market. This paper proposes a model for biomonitoring applications based on the experience gained from implementing a functional prototype. The model can be used to estimate the mean bandwidth aggregated over the entire cellular network needed by the biomonitoring service needs, as well as the number of clients the network operator can accept as subscribers.

Index Terms—Biomonitoring, traffic model, service performance.

I. INTRODUCTION

The ubiquity of 2.5G and 3G cellular networks makes them ideal for biomonitoring applications. To support mass market deployments, cellular operators need traffic models that can quantify the impact of such services on production networks, helping them with network planning, and service pricing and marketing.

This paper proposes a traffic model to analyze the aggregated impact of the non-streaming traffic of biomonitoring services on a cellular network, and to determine the total number of subscribers who can be supported on the network. Parameters of both a technical and a medical nature are taken into account: the size and frequency of data exchanges (e.g. reading sensors, and sending alarms and images), the features of subscribers’ medical profiles, how often and for how long the user’s terminal remains connected to the data network and the central monitoring server, etc.

The model starts with the analysis of a prototype system intended for monitoring ambulatory patients with chronic conditions and for the prevention of health problems (among populations like athletes or baby boomers, for example). No attempt is made to characterize per-cell traffic, since that would have required the analysis of a large user population to determine mobility patterns, which was beyond the scope of a prototype system.

In the next section, we give a brief overview of the architecture of the prototype. Section III describes the proposed traffic model, followed by a discussion of sample input parameters for the model in section IV. Section V shows how the model can be used and analyzes the impact of the input parameters on the estimations obtained with the model. Section VI positions this paper among other work in the telemedicine and e-health fields. Section VII concludes the paper and identifies avenues for future work.

II. PROTOTYPE OVERVIEW

The traffic model described here was developed within the framework of a project investigating the feasibility and potential for acceptance by the medical community of a remote biomonitoring service which uses 2.5G and 3G access technologies and off-the-shelf devices. Such a service can help prevent critical medical conditions and facilitate timely assistance from the main players in the health-care area. At the core of the system is a biomonitoring center (BMC) server, which collects and manages biomedical and environmental data about subscribers to build their individual medical and environmental profiles. The BMC reacts automatically to the criticality of the situation of a subscriber, and takes decisions to execute actions (see Fig. 1).

Fig. 1. Biomonitoring prototype overview

Subscribers receive a personal biomonitoring unit (BMU) and a set of sensors. The BMU acts as a filter, preprocessor, and wireless transceiver for all the contextual data that the sensors capture. In the current prototype, the BMU is an ultramobile PC with cellular connectivity.

Subscribers receive a personal biomonitoring unit (BMU) and a set of sensors. The BMU acts as a filter, preprocessor, and wireless transceiver for all the contextual data that the sensors capture.

In the current prototype, the BMU is an ultramobile PC with cellular connectivity. The BMC communicates with the subscriber mainly through notifications, warnings, and alarms displayed by the BMU.

Depending on the condition of the subscriber, the BMC...
can automatically contact designated friends and family members with cell phone messages generated on the fly, and it can also decide to route pertinent information to the subscriber’s family doctor, in ways that doctors already communicate in their day-to-day work: email and phone calls.

For emergency situations, the BMC can channel emergency aid requests to the appropriate emergency center. The requests are annotated with medical and environmental details relevant to the recipient’s role and to the subscriber’s situation. Further details about the biomonitoring system prototype are given in [1], [2].

III. TRAFFIC MODEL

This section proposes a traffic model for biomonitoring applications, starting with the prototype. The pattern of cellular network usage of a BMU is highly dependent on the biomonitoring scenarios specific to a certain subscriber population, which in turn depends on the medical requirements of that population. As a result, the model is parameterized on medical profiles.

A. Assumptions and Observations

For the purposes of describing the model, a connected BMU is defined as one that is currently connected to the network. An active BMU is defined as a BMU that is currently connected to the network and, in addition, is currently receiving an alarm, sending images, or transmitting sensor data.

To facilitate modeling, the following simplifying assumptions are made:

1. Only the traffic on the data channel is part of the model. Any associated traffic carried by the signaling channels, like the mobile pilot or the synch channels, is ignored.

2. The traffic of the biomonitoring application can be characterized by observing the frequency of several well-defined exchanges between the BMU and the BMC. Called primitives, these exchanges are:
   a. signing in and signing off with the BMC (grouped together as one primitive) – \( p_s \)
   b. receiving an alarm from the BMC – \( p_a \)
   c. sending sensor data from the BMU – \( p_s \)
   d. sending an image from the BMU – \( p_i \)

3. A BMU connects periodically to the BMC, and \( p_s \), \( p_a \), \( p_s \), and \( p_i \) always end in the same connectivity interval in which they start.

4. The connectivity pattern of the BMU is to connect when there is information to send or receive, and then to remain connected for a fixed period of time.

5. The probability that any of \( p_s \), \( p_a \), or \( p_s \) needs to be executed while the BMU is disconnected is null.

6. For a BMU, the combination of primitives executed is specific to the medical profile of the subscriber. However, the average (typical) duration and the number of bits transferred upstream/downstream for a given primitive execution event is assumed not to depend on the medical profile. Devising medical profiles is beyond the scope of this technical document, and the profiles to which this paper refers are included for illustration purposes only.

7. How often a BMU connects is a variable which is independent of the average interval the BMU stays connected.

8. The arrival rates \( p_s \), \( p_a \), and \( p_i \) are independent of one another for a connected BMU. The arrival rate of \( p_i \) cannot be considered independent.

B. Traffic Model

With these simplifying assumptions, we build a steady-state model for the traffic generated by a BMU. The model is parameterized on network aspects, application aspects, and on medical aspects, as described below. A network aspect is the total maximum number, \( N_c \), of BMUs that can be simultaneously connected to the cellular network, as observed on the operator’s network. This is the total number of data channels available.

The application aspects are captured by the application primitives and their characteristics, which include:

- \( La, Lc, Li, Lc \) the average number of bits, exchanged while receiving alarms, sending sensor data, sending images, and signing in and signing off respectively, observed experimentally; upstream, and downstream (identified by the superscripts up or down).
- \( da, da, dc, de \) the mean delay observed experimentally for receiving an alarm, sending sensor data, sending images, and signing in and signing off respectively, measured for a specific wireless network technology. The medical aspects are modeled through medical profiles 1 to \( M \), each with the specific arrival and departure rates for the various application primitives:
  - \( \lambda_{aj}, \mu_{aj} \) the assumed arrival and departure rates of connected BMUs of medical profile \( j \).
  - \( \lambda_{aj}, \lambda_{ai}, \lambda_{aj} \) the assumed arrival rates for the event that a connected BMU of medical profile \( j \) becomes an active BMU executing the primitive \( p_s, p_a, \) or \( p_i \) respectively.
  - \( \mu_{aj}, \mu_{ai}, \mu_{aj} \) the assumed departure rates for the event that a connected BMU of medical profile \( j \) becomes an active BMU executing the primitive \( p_s, p_a, \) or \( p_i \) respectively.

Other characteristics of a medical profile are:
- \( \Delta_j \) the assumed average time a BMU of medical profile \( j \) remains connected to the network.
- \( N_{ij} \) the estimated average number of BMUs of medical profile \( j \), at any given time, are connected to the network.
- \( \alpha_j \) assumed proportion of subscribers of medical profile \( j \) out of the total subscriber population \( N \).

With these, the model can estimate \( N \) the maximum number of subscribers the operator can accept, a number which is substantially more than \( N_c \); and \( B \) the average aggregated bit rate the service generates over the entire network.

In Fig. 2, the states \( S_{off} \), \( S_{idle} \), \( S_{aj} \), \( S_{ai} \), and \( S_{ai} \) correspond respectively to a BMU that is not connected to the network, to a connected BMU that is not currently executing one of the application primitives that generate network traffic, a BMU currently receiving an alarm (executing \( p_s \)); a BMU that is currently sending a sensor-reading update to the BMC (executing \( p_s \)) and a BMU currently sending an image to the BMC (executing \( p_i \)).
It can be observed that an active BMU is always in state $S_{ij}$, $S_{ip}$, or $S_{oj}$, while a connected BMU is in state $S_{ij}$, $S_{ip}$, or $S_{oj}$. It is important to note that, with the assumptions previously stated, it is impossible to move from state $S_{off}$ to state $S_{ip}$ or $S_{oj}$ without first passing through state $S_{adj}$.

For each application primitive, the total number of bits exchanged upstream, the total number of bits exchanged downstream, and their duration are recorded. Duration is defined as the period of time over which the BMU generates, expects, receives, and processes packets. This includes the wireless network latency and other delays due to tunnelling. It also includes the processing and brokering time at the BMC. The measurements have been performed on a lightly loaded BMC and exclude the user’s reaction time. Wireshark, traffic capture and trace analysis tool, and a combination of bash scripts have been used to capture the traces. Ten measurements have been taken for each value and the resulting averages were considered.

The measurements were repeated over commonly deployed wireless access technologies: 2.5G/EDGE and 3G WCDMA/HSDPA, CDMA2000/EV-DO. The 2.5G network was a heavily used public network, and the biomonitoring traffic was shared randomly with other traffic. The 3G networks were lightly-used lab networks.

The quality of the traffic estimations depends on how realistic the chosen arrival rates are for the application primitives in the context of a specific medical profile. Devising such medically sound values is beyond the scope of this article.

Three medical profiles are considered: diabetic, cardiac, and elderly subscribers. Table I gives the assumed percentage of subscribers for each medical profile. It also summarizes the assumed variation intervals for the arrival rates of each primitive and medical profile. These values are used only as examples.

As a network-specific parameter, the total number of BMUs that can be connected simultaneously to the entire cellular network is fixed to $N_c = 80$, as an expected number of patients for a metropolitan-sized cellular network. This number represents 80% of elderly persons over the age of 65 with at least one chronic disease who have access to a 2G 28 km² metropolitan area network [3].

### IV. SOME COMMON MISTAKES

Network-related characteristics and application-related characteristics to feed the model have been measured on a proof-of-concept implementation, but outside a specific clinical framework, and they are used only to illustrate how the model can be used for traffic estimations. Different values might be obtained when using an optimized production system, within specific medical constraints.

#### A. Bandwidth Estimation

Equation (2) can be used to estimate an upper bound for the mean aggregated bit rates $B^{up}$ and $B^{down}$ given in (3).

$$N = N_c \left[ \sum_{k=1}^{M} \alpha_k \left( 1 - P_{offk} \right) \right]^{1}$$

$$B^{up} = \frac{\sum_{k=1}^{M} \alpha_k \left( 1 - P_{offk} \right) B^{up}_{ij}}{\sum_{k=1}^{M} \alpha_k \left( 1 - P_{offk} \right) N_c}$$

$$P_{adj} = \left( 1 - P_{offk} \right)$$

$$B^{down} = \frac{\sum_{k=1}^{M} \alpha_k \left( 1 - P_{offk} \right) B^{down}_{ij}}{\sum_{k=1}^{M} \alpha_k \left( 1 - P_{offk} \right) N_c}$$

$$P_{adj} = \left( 1 - P_{offk} \right)$$

Using the measures previously discussed as input (Table I), the model gives an upper bound for the average aggregated bandwidth of approximately 1.2 Kbits/sec in both directions and for all the technologies assessed. Fig. 3 summarizes the upper-bound estimations obtained for UDP, TCP, and SSL, over a 3G network.

Not surprisingly, the estimations obtained for UDP are
somewhat lower than the ones for TCP. This is especially true for the downstream traffic.

**TABLE 1: ARRIVAL RATE VARIATION AND MEDICAL PROFILE RATIOS**

<table>
<thead>
<tr>
<th>Medical profile</th>
<th>Ratio</th>
<th>Alarms/da</th>
<th>Readings/da</th>
<th>Images/da</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetic</td>
<td>20%</td>
<td>[1, 3]</td>
<td>[1, 3]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Cardiac</td>
<td>40%</td>
<td>[1, 6]</td>
<td>[1, 50]</td>
<td>N/A</td>
</tr>
<tr>
<td>Elderly</td>
<td>40%</td>
<td>[1, 10]</td>
<td>[1, 50]</td>
<td>[0, 12]</td>
</tr>
</tbody>
</table>

The volume of the non-overhead traffic upstream (sensor readings and images from the BMU) is greater than the non-overhead traffic downstream (alarms from the BMC), and this results in a higher overhead downstream with TCP.

For SSL, the bandwidth estimations are higher than for TCP. The difference between upstream and downstream SSL estimations is small, as the SSL overhead dominates. So far, it has been assumed that the BMU connects just long enough to execute any of the primitives, that is, for a period of \( \max \{d_u, d_c, d_f\} + d_r \).

To assess the impact of the connection interval on the estimations of the upper bound of the average aggregated bandwidth, we compute the upstream and downstream estimations assuming different equal values \( \Delta = [10, 30, 60, 90] \) in minutes for the average connection intervals for all the medical profiles:

\[
\begin{align*}
B_{up}^{\Delta} &= \max \left\{ B_{up}^{\Delta} \left( \lambda_{aj}, \lambda_{ij}, \lambda_{cj}, \Delta \right) \right\} \\
B_{down}^{\Delta} &= \max \left\{ B_{down}^{\Delta} \left( \lambda_{aj}, \lambda_{ij}, \lambda_{cj}, \Delta \right) \right\} \\
\lambda_{cj} &= \max \left\{ \lambda_{aj}, \lambda_{ij}, \lambda_{cj} \right\}, \\
\forall \lambda_{cj} &\in [\lambda_{min}, \lambda_{max}] \forall o \in \{a, s, i\}; \forall j \in \{1, 2, 3\}. \\
\end{align*}
\]

(4)

Fig. 4 gives an upper bound for the case using 3G access. The longer the BMU stays connected, the smaller the average aggregated bandwidth required to support the subscribers. A longer connection interval for a BMU potentially results in less bandwidth use for the individual user (as it can reduce the traffic generated by the sign in/sign off primitive), which can be attractive to users with billing plans that charge per data volume.

The longer the BMU stays connected, the smaller the average bandwidth required to support the subscribers. A longer connection interval for a BMU potentially results in a smaller bandwidth usage for the individual user and a smaller aggregated bandwidth over the entire network, also result in a smaller bound to how many service subscribers can be accepted. Fig. 5 also shows that, for more connection intervals, the estimated bounds for different protocols are similar. This holds only for connection intervals longer than approximately 10 seconds.

**B. Estimation of the Total Number of Subscribers**

The model can also be used to estimate a bound for the number of clients the operator can accept as biomonitoring service subscribers, by using the conditions given (4), and a minimum over all estimations of the total number of subscribers computed using (2).

Fig. 5 shows the resulting estimations for 3G, using the UDP, TCP, and SSL transports. (Similar trends were observed for 2.5G.) The estimations consistently decrease in magnitude as the connectivity interval increases. This means that longer average connection intervals, while yielding both a smaller bandwidth usage for the individual user and a smaller aggregated bandwidth over the entire network, also result in a smaller bound to how many service subscribers can be accepted. Fig. 5 also shows that, for more connection intervals, the estimated bounds for different protocols are similar. This holds only for connection intervals longer than approximately 10 seconds.

**V. RELATED WORK**

Research in the area seeks to establish the suitability of the various wireless technologies for telemedicine, and how to properly dimension and optimize the network use, e.g. the use of satellite links for controlling a telemedicine robot [4], the performance of transferring X-ray images and video in emergency orthopaedics cases over GSM and GPRS [5].

Tuning up the performance can help in evaluating and improving the user experience, and help convince potential users to adopt the application, but this can only be done once the application has been built and deployed [6], [7]. Alternatively, implementation and testing [8] can be limited to the typical data transfers, but this does not take into account the aggregated behaviour of multiple users.

One methodology for devising a traffic model is to mine data traffic traces to determine patterns and properties. In [9], Crovella and Bestavros find the self-similarity of Web traffic, and Paxson and Floyd [10] observe that connection arrivals for user-made connections differ from those for machine-made connections. This methodology assumes that representative packet-level traces are available, either from an already mass deployed application or from a realistic large-scale trial deployment, which is usually not available for medical applications. Another option is to analyze the specifics of the application domain to identify the patterns and properties of the actions the application takes, which are then used to build a traffic model.

In [11], Camorlinga et al. analyze the work flow
standardized by medical protocols for working with X-rays, and the characteristics of the required data exchanges, while Clarke et al. [12] identify typical data transfers and analyze the performance of each individually and when they are combined.

Devising traffic models starting with the specifications of the application domain, the approach taken in this paper seems better suited to medical applications. The paper also takes into account the way the prototype was implemented, so the resulting traffic model accounts for the implementation-specific caveats and also the particular features of the application domain.

VI. CONCLUSION

The traffic model described in this paper estimates bounds for the average aggregated bandwidth generated upstream and downstream, and for the average number of users that can be accepted as subscribers. An upper bound of about 1.2 kbps is obtained for the average aggregated bandwidth over the entire network. A trade-off needs to be made between configurations that result in less aggregated bandwidth used (lower costs) and the possibility of accepting more subscribers on the service (higher revenues). The choice depends on the business model of the service operator and on the nature of the target medical profiles to support.

As more becomes known about how remote biomonitoring applications will be built and used, we plan to enrich the traffic model. In particular, a more complex characterization of the medical profile might be needed. With the collaboration of medical specialists, we plan to go beyond using illustrative medical profiles, by finely tuning the model and devising specific profile and parameter values within the bounds of a concrete medical project and a concrete legal framework.
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