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Abstract—Recently, particle filtering has become an effective algorithm for facial feature tracking. One problem with particle filtering is that as the dimensionality of the state space increases, a large number of particles that are propagated from the previous time are wasted in areas where they have low observation probability, hence a very large number of particles are necessary to track the state and, as a result the complexity increases and the speed of algorithm reduces. In this research, auxiliary particle filter with factorized likelihoods is used in order to overcome this problem. In a tracking approach, the estimated state is updated by incorporating the new observations. Therefore an observation model is needed. In this paper a novel color-based observation model that is invariant to changes in illumination intensity is proposed. The proposed observation model employs the Bhattacharyya distance to update a prior distribution calculated by the particle filter. In this paper experimentally is showed that the proposed algorithm clearly outperforms multiple independent template tracking.

Index Terms—Particle filter, facial feature tracking, bhattacharyya distance, color-based observation model.

I. INTRODUCTION

Facial feature tracking is crucial in computer vision applications and is more challenging task than face tracking. It seems the time has come for facial feature tracking applications such as gaze detection, teleconferencing, surveillance, model-based coding, Human-Computer Interaction (HCI) and Facial animation. The facial feature points are the prominent landmarks surrounding facial components: eyebrow, eye, nose and mouth. Since there are many non-rigid motions in facial features, Particle filter works better than Kalman filter and recently, particle filtering has become an effective algorithm for facial feature tracking [1]. In this algorithm, a probabilistic model of state of the object is applied to an image sequence [2], [3]. A posterior density \( p(x|Z) \) can be defined over the object’s state, parameterized by a vector \( x \), given noisy observation \( Z = \{\ldots, z, \ldots\} \) up to the current time instance.

So the distribution \( p(x|Z) \) is represented by a set of pairs \( \{(s_k, \pi_k)\} \) which contains \( K \) particles \( s_1, s_2, \ldots, s_K \) and their related weights \( \pi_1, \pi_2, \ldots, \pi_K \).

Particle filter algorithm updates the posterior density recursively from pervious step:

\[
p(x|Z) = p(z|x)p(x|Z')
\]

\[
p(x|Z) = \sum_{x'} p(x|x')p(x'|Z')
\]

Particle filter includes three steps:
1) Sample from \( p(x^-|Z^-) \), where \( x' \) is the state at previous time instant.
2) Propagate samples via the transition probability \( p(x|x^-) \).
3) Assign new weight for the samples from the likelihood \( p(z|x) \), (i.e. \( \pi_k = p(z|x=s_k) \)).

The new set of pairs \( \{s_k, \pi_k\} \) represents the posterior probability \( p(x|Z) \).

One problem with this algorithm is that as the dimensionality of the state space increases, a large number of particles that are propagated from the previous time are wasted in area where they have low observation probability, hence a very large number of particles are necessary to track the state and, as a result the complexity increases and the speed of algorithm reduces [4], [5].

In this research, auxiliary particle filter with factorized likelihoods is used in order to remove this effect. The method is one of the improvements of particle filtering. The method is explained in the next section and, it is described how it is applied to the template-based tracking of multiple facial features and, finally the experimental result present.

II. AUXILIARY PARTICLE FILTER WITH FACTORIZED LIKELIHOODS

In auxiliary particle filter with factorized likelihoods, the state of \( x \) is represented in groups of random variable \( x_i \), such that \( x = \{x_i\}, i = 1, 2, \ldots, N \).

Each \( x_i \) represents the state of a facial feature and \( N \) is the number of features. In this method, the interdependencies between the different states are ignored, so each partition is propagated and evaluated independently:

\[
p(x_i|Z) = p(z|x_i)\sum_{x^-} p(x_i|x^-)p(x^-|Z')
\]

Hence \( p(x_i|Z) \) is represented by a set of sub-particles and \( x_i \), the samples \( s_{k_i} = \{s_{1k}, s_{2k}, \ldots, s_{N_k}\} \) are constructed. The procedure, which repeated for each partition \( i \), is summarized
their weights \(\{s_{ik}, \pi_{ik}\}\), after propagating the set, a proposal function is made from individual posteriors:

\[
g(x) = \prod_i p(x_i | z) \tag{3}
\]

As foregoing, by ignoring the interdependencies between different as below:

1) Propagate all particles \(s_k\) via the transition probability \(p(x_i | x^-)\) in order to arrive at a collection of K sub-particles \(\mu_{ik}\).

2) Evaluate the likelihood associated with each sub-particle \(\mu_{ik}\), that is \(\lambda_{ik} = p(z | \mu_{ik})\).

3) Sample K particles from the collection \(\{s_k, \lambda_{ik}, \pi_{ik}\}\). In this way it favors particles with high \(\lambda_{ik}\), i.e. particles which end up at area with high likelihood when propagated with the transition probability.

4) Propagate each chosen particle \(s_k\) via the transition probability \(p(x_i | x^-)\) in order to arrive at a collection of K particles \(s_k\).

Assign a weight \(\pi_{ik}\) to each sub-particle as follow:

\[
w_{ik} = \frac{p(z | s_{ik})}{\lambda_{ik}} \quad \pi_{ik} = \frac{w_{ik}}{\sum_j w_{ij}} \tag{4}
\]

After this procedure, N posteriors are obtained. Then, sampling K particles from the proposal function \(g(x)\) is approximately equivalent with constructing the particles by sampling independently from \(s_k = \{s_{ik}, s_{ik}, ..., s_{ik}\}\). Finally, in order to obtain the total posterior, a weight is assigned to each particle [3]:

\[
\pi_k = \frac{p(s_k | Z^-)}{\prod_i p(s_i | Z^-)} \tag{5}
\]

In general case, the above equation cannot be evaluated by an appropriate model, the weights need to be estimated. Use of prior information is utilized. After normalizing the sum to one, a collection \(\{s_k, \pi_k\}\) is obtained as the particle-based presentation of \(p(x | Z)\).

III. TRACKING FACIAL FEATURES

This research uses proposed particle filter for tracking the 2-D position of N facial micro-features in image sequences. At the first frame, the positions of six feature points are selected manually (Fig. 1).

The state \(x, x = \{x_1, ..., x_i, ..., x_N\}\) is a 2N dimensional random variable.

After describing the particle filter, the observation model and the transition probability models must be defined which are explained in the sections A and B.

A. Observation Model

After the 2D particles are propagated, the weight of each sub-particle needs to be determined. This is done by evaluating the observation likelihood \(p(z | x^-)\). In a tracking approach, the estimated state is updated at each time step by incorporating the new observations. Therefore, a similarity measure is needed, which is based on color distributions [6]. A popular measure between two distributions is the Bhattacharyya coefficient.

Obervation model is initialized at the first frame of the sequence when a set of N windows are centered by the user around the facial features that will be tracked. If \(o_i\) denote template feature vector, which contains the RGB color information at window \(i\). The template feature vector that contains the RGB color information at the window \(i\) be \(\hat{o}_i\). The dimension of each window is \(L \times L\) and the Bhattacharyya coefficient is defined by [7], [8],[9]:

\[
p(o_1, \hat{o}_i) = \sum_{j=1}^{L^2} \sqrt{\frac{o_{i,j}}{E[O_{i,j}]} \frac{\hat{o}_{i,j}}{E[\hat{O}_{i,j}]} } \tag{6}
\]

where \(E[.\] is the average intensity of the color template. The larger \(\rho\) is, the more similar the templates are. The distance between two windows defined by Bhattacharyya distance [8], [9]:

\[
d = \sqrt{1 - p(o_1, \hat{o}_i)} \tag{7}
\]

Small Bhattacharyya distances correspond to large weights so the proposed color-based observation model is defined:

\[
p(z | x^-) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{d^2}{2\sigma^2}} \tag{8}
\]

And \(\sigma\) is the parameter of the model.

B. Transition Model

To simplify the evaluation of the transition density, it is assumed that \(p(x_i | x^-) = p(x_i | x^-)\), which means that each feature can be propagated individually. A very simple zero order model with Gaussian noise is used, hence:
\[
p(x_1|x_1^-) = x_1^- + N(0, \sigma)
\] 

(9)

IV. EXPERIMENTAL RESULTS

The proposed method was applied to Cohn-Kanade database [8]. Selected facial features are the mouth corners, the upper and lower lip and the corners of eyes. A set of 50 particles are used in all experiments. The results for tracking six facial features are shown in Fig. 3 and Fig. 4.

In comparison, the proposed method clearly outperforms the independent feature tracker and the modified auxiliary particle filtering scheme. The use of the proposed observation model provides a robust tracking of the templates at the presence of appearance changes due to facial expressions. Furthermore, the tracker can successfully recover from long term occlusions. This is achieved with only 50 samples in total, which is an order of magnitude less than the number of particles that have been used for tracking each template independently.

V. CONCLUSION

Since there are many non-rigid motions in facial features, Particle filter works better than Kalman filter. One problem with particle filtering is that as the dimensionality of the state space increases, a large number of particles that are propagated from the previous time are wasted in area where they have low observation probability, hence a very large number of particles are necessary to track the state and, as a result the complexity increases and the speed of algorithm reduces. In this research, auxiliary particle filter with factorized likelihoods is used in order to overcome this problem. In addition a Color-based observation model is used which is invariant to changes in illumination intensity [9]. The proposed observation model employs the Bhattacharyya distance to update a prior distribution calculated by the particle filter. In this research experimentally is showed that the proposed algorithm clearly outperforms multiple independent template tracking.
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