
  

  
Abstract—In order to have a viable steganalysis method, a 

steganalysis framework should be developed for natural 
language. Thus, this paper proposes a new definition of the 
steganalysis view in order to detect the hidden text used on 
natural language. This paper also analyzes and classifies several 
primitive components of natural language steganalysis domain. 
Primitive components such as resources and techniques of the 
natural language processing, steganography methods and 
steganalysis methods are presented in steganalysis environment. 
Thus, the integration of all these components can be known as a 
framework of natural language steganalysis which in return 
contribute to the e-application in security environment. 
 

Index Terms—Natural language steganalysis, steganalysis 
methods, text steganalysis, steganography methods.  
 
 

I. INTRODUCTION 
One of the concerns in the area of information security is 

the concept of information hiding. A survey [1] of current 
information hiding has shown that steganography is one of 
the recent important subdisciplines of information hiding 
(see Fig. 1).  

 
Fig. 1. Discipline areas of information hiding. 

To some extent, steganography plays an important role in 
protecting the security of all documents over the Internet in 
this era of terabit networks. The goal of steganography is to 
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avoid suspicion on the existence of the hidden messages.  
In contrast, steganalysis aims to discover covert messages 

by rendering useless messages in a given data. The 
steganalyst starts by reducing a set of suspected information 
streams to a subset of most likely altered information streams. 
This is usually done with statistical analysis by using 
advanced statistic techniques. In contrast, steganalysis aims 
to discover covert messages by rendering useless messages in 
a given data. The steganalyst starts by reducing a set of 
suspected information streams to a subset of most likely 
altered information streams using advanced statistical 
analysis. Thus, steganalysis is the process of detecting 
steganography by looking at variances between bit patterns. 
In recent years, there has been an increasing interest on 
natural language steganalysis. This is due to research 
potentials within this research area particularly in measuring 
the undetectability of natural language steganography 
systems. There are two (2) reasons [2] for this: 

• methods of message detection are under investigation, 
and  

• general detection of the steganalysis has not been 
devised 

The processes of steganography and steganalysis on 
natural language can be represented by Prisoner’s Problem 
[3]. As show in Fig. 2, Alice is trying to send an original text 
M, within a cover text C, which is involving a stego key K 
through an embedding process known as S. The first step is 
applying the invertible function e: {M, C}  S. Then, Alice 
can map a text M to a stego text S, using key K through e (M, 
C) = S. Since S is a stego object, Wendy will not find it 
suspicious, and since the function is invertible, Bob will be 
able to compute e - 1(S) = {M, C} in order to reconstruct the 
original text M and cover text C with a stego key K. The 
process might use a function d: S*C*K  M to decode the 
stego text.  

 
Fig. 2. A steganology processes on natural language environment. 
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We believe that the process of detecting or extracting the 
information on stego text S by Wendy can be achieved 
through a mechanism called steganalytic mechanism (SM). 
Through this mechanism, any pattern on the stego text can be 
identified. This mechanism was designed such that a stego 
text can be manipulated with or without knowing a stego key 
in order to detect the stego key. Based on this idea, in order to 
be a viable natural language steganalysis technique, a 
steganalysis framework has suggested to be developed [4]. 
Perhaps, it can work at least for a class of natural language 
steganography. However, the important question is: what are 
the components supposedly involves in this new framework? 
As such, the main objective of this paper is therefore to 
discuss the framework components for natural language 
steganalysis in which used in the sense of comprehensive set 
of techniques that allow building steganalysis methods and 
tools. 

Clearly, the problems of developing the framework depend 
on prominent components such as steganography security 
and steganography capacity [5], [6] in natural language 
domain. While steganography security mainly focuses on 
steganography methods, steganography capacity concerns 
more on attacking methods of the steganography channel. 
Currently, steganography methods can be divided into two 
parts, namely text steganography methods and linguistic 
steganography. Meanwhile, there are several separate 
activities of analysis in natural language steganalysis which 
are divided into several methods. There are statistical attack, 
rhetorical attack, lexical attack, syntactical attack and 
semantic attack. Most of these natural language steganalysis 
methods work by looking at the text patterns on the carrier 
text. All of these prominent components that are usually used 
by steganalysts are presented in the following discussion in 
order to formalize a conceptual framework for the natural 
language steganalysis. 

This paper is organized as follows. Section II and Section 
III are deals with the components of natural language 
steganalysis framework such as resources and techniques of 
the natural language processing, steganography methods and 
steganalysis methods. Concluding remarks are given in 
Section IV. 

 

II. NATURAL LANGUAGE STEGANALYSIS 
There are two types of detecting the information hiding 

inside a communication medium, namely natural language 
steganalysis and digital steganalysis. Natural language 
steganalysis is used to discover the existence of hidden 
message on complex linguistic structures through various 
methods. In relatively near future, it is suspected that 
steganalysis on natural language will pose as an issue. 
However, most of the available natural language steganalysis 
methods are comparatively weak compared to the digital 
steganalysis such as image steganalysis, audio steganalysis, 
and video steganalysisis which are well established [7].  

Therefore, we believe that to be established and successful 
in steganalytic, a few components of the natural language 
steganalysis such as resources and techniques of the natural 
language processing, steganography methods and 
steganalysis methods should be incorporated. The integration 
of all these components can be presented as a conceptual 
framework of natural language steganalysis. Supposedly, all 
of these components are integrated, it is expected that a good 
steganalysis technique on natural language can be developed 
through this framework. The illustration of this proposed 
framework for natural language steganalysis is presented in 
Fig. 3. 

 

 
Fig. 3. A conceptual framework of natural language steganalysis. 
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III. COMPONENTS OF NATURAL LANGUAGE STEGANALYSIS 
FRAMEWORK 

A. Natural Language Processing Resources and 
Techniques 
Natural Language Processing (NLP) has accumulated a 

great deal of fundamental knowledge in steganalysis 
environment. Thus, there are four (4) components [8] in NLP 
that can be considered during the construction of natural 
language steganalysis framework which are identified as; 
1) Corpora Resources: Several numbers of electronic 

corpora are available on Internet that has been created 
for NLP research such as WordNet [9] and VerbNet [10]. 

These corpora resources are considered because of their 
availability and accessibility. 

2) Text Paraphrasing: One of the challenges in natural 
language steganalysis is to paraphrase a text in order to 
detect the hidden message. 

3) Natural Language Parsing: This task can be described 
as reprocessing the text sentences and reproducing new 
structure for the sentences. 

4) Linguistic Transformations: There are three types of 
linguistic transformation in natural language 
environment which are synonym substitution, syntactic 
transformations, and semantic transformations.  

 

B. Natural Language Steganography Methods  
As indicated in Fig. 3, publicly available methods for 

information hiding within the natural language text can be 
grouped into two groups. The first group is called text 
steganography. This method is based on manipulating lines, 
spaces, characters, or any other features of the given 
message. 
1) Line-shift coding [11]. 
2) Word-shift coding [12 – 14].  
3) Feature coding [15 – 17]. 

The second group called linguistic steganography is based 
on linguistically modified cover document in order to encode 
the message. This is mainly re-writing the document using 
linguistic transformations such as synonym substitution, 
syntactic substitution (paraphrasing) or semantic 
transformation.  
1) Using probabilistic context-free grammars to generate 

cover text [18 - 19]. 
2) Synonym substitutions [20 – 21].  
3) Syntactic transformations [22 - 23]. 
4) Semantic transformations [24 – 26].  
5) Hybrid techniques [27]. 

C. Natural Language Steganalysis Methods  
Currently, there are several analysis methods in natural 

language steganalysis which are divided into five categories 
[28]: rhetorical attack, statistical attack, lexical attack, 
syntactical   attack, and semantic attack. Most of these natural 
language steganalysis methods are based on the text patterns 
analysis of a natural language. Besides that, natural language 
steganalysis also tries to find a good pattern combination of 
expected secret messages in the natural language text itself. 
1) Rhetorical attack: Attack uses the rhetorical structures 

of texts as a surface-form-based algorithm. 
• Rhetorical parsing: The algorithm uses information 

that is derived from a corpus analysis of cue phrases 
that provides the empirical data in order to use the 
mathematical foundations for rhetorical parsing 
algorithm [29 – 30]. 

• Decision-based approach: Marcu [31] presented a 
shift-reduce rhetorical parsing algorithm based on the 
decision-based learning techniques [32] that learns to 
construct rhetorical texts structures from tagged data. 

• Paragraph segmentation: Idea of paragraph 
segmentation is to view a summarization as an 
extraction of important sentences from a text. 
Bolshakov and Gelbukh [33] assume that splitting 
text into paragraphs is determined by text cohesion.  

2) Statistical attack  
• Word-counting: Several steganalysis approaches [34 

– 35] have identified statistically over-represented 
words through enumeration. These methods are 
typically fast and able to handle large sequences, and 
can identify large number of putative motifs. 

• Dictionary based: Steganalysis method pioneered by 
Bussemaker et al. [36] called ‘MobyDick’ is a 
dictionary based approach which has introduced the 
concepts of dictionary and word usage frequencies 
for constructing sequences. MobyDick algorithm is 
based on a statistical mechanics model that segments 
the string probabilistically into words and 
concurrently builds a dictionary of these words. 

• Topic identification (TID):   Main objective of TID is 
to assign one or several topic labels to a flow of 
textual data in natural language. Labels are chosen 
from a set of topics fixed a priori. Bigi’s et al. [37] 

study deals with the evaluation of TID algorithms on 
two kinds of textual corpora (newspaper and e-mails) 
using five methods which are topic unigram, cache 
model, TFIDF classifier, topic perplexity, and 
weighted model. 

• Space characters distribution: Based on 
Xin-Guang and Hui [38] idea, certain statistical 
parameters change in a certain range for different 
types of data or files. It is in fact a choice to analyze 
the suspicious texts on the point of statistical features. 
They found that, in a certain text, the space character 
probability grew when the quantity of embedded 
message rised, and the continuous space characters 
probability grew accordingly. 

•  A Dictionary based: wordspy: Wang et al. [39] has 
developed an innovative dictionary based on motif 
finding algorithm for natural language steganalysis, 
called WordSpy. One significant feature of WordSpy 
is the combination of a word counting method and a 
statistical model.  

3) Syntactical attack  
• Key paragraph: Fukumoto and Suzuki [40] proposed 

a steganalysis method based on key paragraph in 
multi-document summarization. Key paragraph 
shows how to identify differences and similarities 
across documents. Another study by Stein et al. [41] 
is a study on paragraph based extraction. Basically, 
paragraphs which include not only event words but 
also topic words are considered to be significant 
paragraphs. 

• Meaning-preserving transformations: A birthmark 
extraction algorithm has been proposed by Yang et al. 
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[42] as an effective technique used to prevent, 
discourage, and detect the theft of the natural 
language text. The proposed birthmark has achieved a 
relatively strong resilience against the 
meaning-preserving transformations. Syntactic 
substitution and semantic substitution have little 
influence to birthmarks 

4) Lexical attack - Taskiran et al. [43] proposed a lexical 
steganalysis which is used as a universal steganalysis 
method based on language models and support vector 
machines (SVM) to differentiate sentences modified by 
a lexical steganography algorithm from unmodified 
sentences 

5) Semantic attack  
• Paraphrase detection: Paraphrasing means to be able 

to express the same meaning in a different way. This 
subject has recently been receiving an increasing 
interest [44].  

• First letters of words distribution:  It is based on 
analyzing the suspicious texts on the distribution of 
the first letters of given words [45]. This study 
assumed that the words of a text originated from a 
specified dictionary.  

Thus, to be successful such system should consider all of 
these components in order to design a good steganalysis 
approach on natural language domain. 
 

IV. CONCLUSION 
The primary contribution of this paper is to present the 

works on natural language steganalysis. This paper also 
analyzes and classifies several primitive components of 
steganalysis framework on natural language. It is assumed 
that a good steganalysis technique on natural language will 
be produced in a near future through this proposed 
framework. In particular, a further improvement is expected 
that a computational intelligence technique will be 
manipulated into this proposed framework which in return 
would contribute to other possible applications such as 
e-business verification, e-document application and cyber 
security applications. 
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