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Abstract—In this paper, we focus on using a Vietnamese
Question Answering system to evaluate the OVL (Ontology for
Vietnamese Language). The OVL has been evaluated using its
effects as real component in question answering systems. This
evaluation method helps us estimate the competence of OVL
through following answered questions: which reasoning
mechanism can be built up on OVL’s structure and knowledge
domain, which types of question can be answered from the
reasoning mechanism, how to evaluate the experimental results.

Index Terms—Ontology, Ontology Evaluation, Question
Answering.

[. INTRODUCTION

In the aim of contributing to Vietnamese language
processing, we are now developing OVL (Ontology for
Vietnamese Language) in a research project of the Natural
Language and Knowledge Engineering Group at the
University of Information Technology (VNU-HCM). The
OVL’s structure and its related details have been mentioned
in [7]. OVL is now published as the first and open ontology
[13] with the domain in various fields such as news, society,
economy, culture, sport and life...

In recent paper [8], we have taken advantage of Pellet [11]
reasoning services [14] to check its correctness. In the paper
[8], a simple reasoning method is also developed for some
WH-question such as what, where, when, who to OVL
ontology. At that time, Pellet reasoned is also used to execute
SPARQL query and ensure OVL was consistency. After
applying reasoning strategies on OVL, our systems are now
supporting more complex types of question such as why,
how.

In this paper, we focus on using a Vietnamese Question
Answering (QA) system to evaluate the OVL. In such
systems, reasoning mechanisms based on the typical
structure of OVL are well implemented to find answer for
common type of questions.

II. BUILDING A VIETNAMESE QUESTION ANSWERING
SYSTEM TO VALUATE OVL

After checking the correctness of the OVL using Pellet
reasoning services, a QA system is implemented in order to
estimate the OVL’s answer competence.

Some related works are introduced in [1], [2], [3], [4], [5],
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[6]. In these publications, a Vietnamese ontology in e-books
library domain has been exploited to develop a searching tool
based on QA model. This searching tool is built by using
some natural language processing techniques. In this paper,
we do not use the syntactic and semantic processing
techniques like the techniques mentioned above.

The QA system to evaluate OVL executed as follows:

1) Determining keywords from user’s query. This step is
supported by pre-defined templates and a Vietnamese
WordNet (WNVL: WordNet for Vietnamese Language)
[9].

2) Generating SPARQL query from above keywords.

In general, there are two groups of questions are performed
by our system:

Group 1: This group consists of question types such as who,
what, where, when. In this group, the users can simply
retrieve related information from OVL.

Group 2: This contains more complex types of question
which require reasoning mechanisms from ontology such as
why, how questions.

The method to answer questions in Group 1 (who, what,
where, when) is basically based on determining keywords
from Vietnamese questions. Finally, these keywords are
passed to SPARQL query to retrieve triples from ontology. In
OVL, a triple includes three items: subject, predicate, object.
Therefore, to answer a question in the first group, it is
necessary to find the most suitable item when receiving two
remaining items in advance.

These specific steps to answer what, where, when, who
questions are described in the following steps [8]:

Step 1: This is aimed at determining type of received
question from user. Clarifying in question types basically
depends on the appearance of some query words which are
distinct for each type of question.

Step 2: Getting rid of meaningless words, extracting
keyword which plays a role as a subject in a triple from query
question.

Step 3: This is to extract keywords that are noticed as
predicate item (representing for relationship between subject
and object in triple). Subjects from previous step will be
removed, the remaining items are considered as predicate. It
is necessary to develop a procedure to list predicates which
are in OVL matching with predicate from inputting question
(in OVL, predicate is also called as object property or
datatype property). This step follows:

Step 3.1: From OVL data, collecting predicates which
match with the predicate from query. These predicates will
be stored in set matchedPredicates={}.

Step 3.2: Sorting elements in matchedPredicates with
descending order in string’s length.
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Step 4: SPARQL’s query will be initialized with keyword
from Step 2. The result of this query is a set of triples T
(including subject, predicate, object) in which subject
contains keyword from Step 2.

Step 5: This step is to traverse matchedPredicates set. A
subject from Step 2 and each of appropriate elements in
matchedPredicates form a pair. This pair is compared with
each pair (subject, predicate) in T to retrieve corresponding
objects. If the result is absolutely compared (two strings are
totally similar), it is stored in highPriorityAns={}. On the
other hand, if the result is relatively compared (two strings
are nearly similar), it is stored in lowPriorityAns={}. Objects
from highPriorityAns set are usually the exact answers to
inputting question, and the answers from lowPriorityAns set
are usually marked as responds for reference.

In Group 2, spine technique to find answers is based on
reasoning on the default components of Ontology Web
Language (OWL) [12]. The result of this reasoning will be
the r relationship between two individuals in OVL.
Obviously, this » relationship has not yet defined in the OVL.

In general, there are three main reasoning mechanisms to
inspect the r relationship to give answers for second group
question (why, how). Whether, it is based on the
characteristics of property in OWL (functional property or
FP; inverse functional property or IFP; transitive property,
TP; and symmetric property, SP) as shown in Figure 1; or
relied on the domain and range of property; or finally, based
on the definition of a class in ontology.
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Figure 1: Characteristics of property and their functionality
in OWL language [12].
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Figure 2: Schema for finding answers in Group 2.

Schema, as illustrated in Figure 2, has been used to find
answers with a why or how question on OVL. There are four
main steps in such a scheme:
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Step 1: To determine what type of question from user’s
question g. The system will remove meaningless words and
find query word from question g. These procedures will be
supported from WNVL’s data synsets (WNVL [9]). At the
end of this step, the inputting question from user is separated
into three main items: kword a, kword b, queryword c.
From defined question templates and queryword c, the
system will notice whether the inputting question can be
answered or not.

Step 2: To check whether a pair of <kword _a, kword b>
exists in ontology OVL or not. If not, the learning mechanism
allows user to add data such as defining entities, classes,
related relationships from question ¢ into the ontology. This
method will enhance the answer competence of system in
time. The necessary condition to continue next steps is that
the pair <kwords_a, kwords b> must be defined in OVL. If
this condition is satisfied, the auto-generated SPARQL will
be constructed including the above <kwords_a, kwords_b>.
The result from this query is stored in data table ¢.

Step 3: In this step, reasoning strategies are applied. This
technique is based on default components of OWL language
standard to find answer from question query g. The QA
systems will traverse all of strategies until they find
appropriate answers. Mechanisms of the reasoning include:
1) Reasoning mechanism relied on characteristics of

property: based on the above data table, the system
applies traits of property between individuals to seek for
suitable answer. The next two strategies aim at
inspecting “is-a” relationship between an individual and
particular class in OVL. They will operate as following:
verifying classes, individuals in OVL which are
corresponding to kword a and kword b (matching
technique).

2) Reasoning mechanism based on the domain and range of
properties: searching properties in OVL which relate to
class name extracted from ¢, and putting them into the
set matchedProp={}; and inspecting the set
matchedProp in order to generate SPARQL query which
includes individual name from query question ¢ and
element in set matchedProp. The answer will be given
by the system if the question returns the number of
positive row.

3) Reasoning mechanism referred to the definition of a
class: a SPARQL query will be formed by combining
properties from the definition of a class with individuals
extracted from query question g respectively. If the
result from query matches with definition of class,
individuals and classes which are extracted from
question g will be noticed as existing “is-a” relationship.
In this case, the explanation of the result is recorded from
the above SPARQL query.

Step 4: This is to remove unsatisfiable answers to sort the
most suitable ones. This step checks the ratio of the similarity
between pairs of keywords from question and answers. For
each of reasoning strategy, the system will have its own
different mechanism to check each of the ratios of the
similarity. For example, in case of reasoning based on
functional property: The object from the first triple and the
object from the second one have to contain kword a or
kword_b.
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III. DEVELOPMENTS

TABLE 1. EXPERIMENT RESULTS FOR QUESTIONS IN FIRST GROUP.

Form

Question

HPA

LPA

Sum

Time

(ms)

What

Tinh Nghé An c6 website
chinh thurc 1a gi?

(What is official website
of Nghe An province?)

43

44

1666

Nghé An c6 bién sé xe
cac loai 1a gi?

(What are car’s
registration numbers in
Nghe An province?)

21

25

3884

Thanh phé Buén Ma
Thudt ¢6 quy md dan sb
ndi do 1a bao nhiéu?
(What is population scale
in Buon Ma Thuoc city?)

1219

Pa Néng c6 ma dién thoai
la gi?

(What is telephone code
in Da Nang city?)

33

34

3030

Thu d6 Ha N6i c6 ma buu
chinh la gi?

(What is Ha Noi’s postal
code?)

104

108

1654

Hué c6 ti 18 lao dong phi
nong nghiép la bao
nhiéu?

(What is labour ration in
Hue province?)

35

36

1329

Thanh phé Pong Héi
Thudc Viét Nam 1a thanh
phé nao?

(What is Dong Hoi in
Vietnam province?)

9675

Thanh phd Hué c6 mét do
dan s6 14 bao nhiéu?
(What is  population
density in Hue city?)

16

20

2802

Where

Ma dién thoai 710 ¢ dau?
(Where is telephone code
710?)

2446

Quan Tan Binh ¢ dau?
(Where is Tan Binh
district?)

2329

Mai buu chinh 59 ¢ dau?
(Where is postal code
592)

1876

Bién s6 99 & dau?
(Where is car registration
number 99?)

1550

When

Viét Nam gia nhap WTO
nam nao?

(When did Vietnam join
WT0?)

62

63

1852

Ha N¢i giai phong nam
nao?
(When

emancipated?)

was Hanoi

59

60

6240

Chu tich H6 Chi Minh
sinh ndm nao?

(When was Ho Chi Minh
predident born?)

1869

Ngan hiang Dong A co
ngay thanh 1ap 1a?
(When was Dong A bank
established?)

1639

Who

Cao buc Phat l1a nguoi
nao?
(Who is Cao Duc Phat?)

9058

Ca khiic “Mot cbi di vé&”
duoc sang tac boi ai?
(Who is “MOot cbi di v&”
song composed by?)

9972
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In our QA systems, a list of about 200 questions which are
formed from 28 pre-defined templates has been tested. The
content of these questions basically relates to the defined
knowledge in OVL and inputs randomly to systems.
Processing procedures such as detecting types of question,
extracting words and key words, etc. will be logged along
with the final result.

Some tested questions in first group’s question have listed
in Table 1, its columns are described as following:

1) Form: Types of questions,

2) Question: Vietnamese questions,

3) High Priority Answer (HPA): Sum of the most suitable
answers for input question,

4) Low Priority Answer (LPA): Sum of related answers for
input question, which is used as references to question,

5) Sum: total retrieved answers from a question,

6) Time: time to get all answers from inputting question, in
milliseconds.

The procedure to detect whether an answer will be
classified into HPA set or LPA set is done automatically by
systems through checking the similarity between the question
and answers. The most appropriate answers corresponding to
question are often stored in High Priority Answer set. In case
that the system does not find out any answer in this set, the
reason is that the predicate item from question does not match
to any predicate from OVL’s triples, so the user must track to
find out the answer from LPA set. For example, with the
question “Qudn Tan Binh ¢ ddu?”, there is no predicate such
as “6” or “o ddau” in OVL ontology, but predicates such as
“thugc” and “tryc thuoc” accompany with keyword “Qudn
Tan Binh”. Therefore sum of answers in HPA is 0 while
LPA’s is 2 (Table 2). In this situation, although answers in
LPA have lower priority but they are still acceptable for this
inputting question.

Table 2 includes templates for questions in second group
along with their corresponding reasoning mechanism.

Items such as <A>, <B> in templates are entities which are
input from user. According to our observations from
experimental results, the anwers from systems will be the
most appropriate if the similarity between item <A>, item
<B> and individuals in OVL are highest.

With questions in the second group’s templates, our
systems will traverse all implemented reasoning strategies
until it can return suitable answers. In some cases, if the
systems cannot solve the answer because of missing entities’s
definition, its learning mechanism will advocate to add data
and its description to OVL.

TABLE 2. SECOND GROUP’S QUESTION TEMPLATES FOR VIETNAMESE QA

SYSTEMS
Number
Reasonin, f teste
No. | Template casonng o fes! d
mechanism question

S

<Tai sao> ngan hang A va ngan
hang B c6 phuong thirc hoat dong
twong ty nhau?

1 (Why do bank A and bank B have
the system similar to each
other?)

Characteristic
of property 9
(Functional
Property)
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<Tai sao> nhan vat/ngudi A va | Characteristic
00 nhén vatngudi B 1a cung mot | of property

2 nguoi? (Functional ?
(Why do person A and person B Property)
indicate the same person?)
<Tai sao> dia danh A va dia danh Characteristic

00 | Bl cing mot noi & Vist Nam? | Of property

3 (Why do place A and place B | (nverse 7
indicate the same place in | Functional
Vietnam?) Property)

<Tai sao> cong ty A vacongty B | Characteristic
c6 chung nganh hang kinh | of property
20 doanh? (Inverse 13
(Why do company A and | Functional
company B have the same | Property)
enterprise?)

<Tai sao> doanh nghiép A va | Characteristic
doanh nghiép B c6 nguén luc tai | of property
chinh twong duwong nhau? (Inverse 9
Why do company A and company | Functional
B have the financial competence | Property)
equivalently?

<Tai sa0> co quan A va co quan | Characteristic

00 B 1a hai co quan ngang cap of property

6 nhau ? (Inverse 8
(Why is agency A equivalent to | Functional
agency B?) Property)

<Tai sa0>mén thé thao A va mén Characteristic
thé thao B c6 phuong phép tinh | of property
diém tuong ty nhau? (Inverse 8
(Why do sport subject A and | Functional
sport subject B have the same | Property)
score methodology?)

<Tai sao> don vi/ co quan A | Characteristic
00 thudc quan ly cua don vi/ co quan | of property

8 B? (Transitive 7
(Why does agency A belong to | Property)
agency B?)
<Tai sao> thiét bi A 1 thanh | Domain and
00 ién/b6 phan cia 16p B?
vién/b¢ phan cua l6p B? Range of 7
9 (Why does instance A belong to | Property
class B?)
<Tai sao> khach san A dugc xép
vao khach san n sao tai Viét
8 1 Nam? g{eaglslitim 10
(Why is hotel A classified into n
star hotel in Vietnam?)
Chiét lugng dich vu ctia cong ty A
O1 | <phu thé nao>? Class 10
1 (How is the service quality of Definition
company A?)
A va B ¢6 quan hé nhu thé nao Characteristic
01 v6i nhau tai viét nam? of property
2 (How is the relationship between | (Transitive 7
object A and object B in | Property)
Vietnam?)

Quan hérgifra cathé AvalépBla ClassA )
Ol | <nhur thé nao>? Delﬁnmon ;
(How is the membership between (€ ass

instance A and class B?) Definition)

IV. CONCLUSIONS

The OVL has been evaluated using its effects as real
component in question answering systems. This evaluation
method helps us estimate the competence of OVL through
following answered questions: which reasoning mechanism
can be built up on OVL’s structure and knowledge domain,
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which types of question can be answered from these
reasoning mechanism, how to evaluate the experimental

results.

TABLE 3. SOME EXPERIMENTED QUESTIONS FROM SECOND GROUP’S

QUESTIONS

No.

Template

Reasoning
mechanism

Evaluated
answers
(by user)

Tai sao ngadn hang ANZ Viét
Nam va ngan hang HSBC coé
phuong thirc hoat dong tuong tu
nhau?

(Why do ANZ bank and HSBC
bank have the system similar to
each other?)

FP

00

Tai sao Nguyén Ai Québc va Ho
Chi Minh la cing mdt nguoi?
(Why do Nguyen Ai Quoc and Ho
Chi Minh indicate the same
person?)

FP

Tai sao Bén Nghé va Gia Binh 1a
cung mot dia danh & viét nam?
(Why do Ben Nghe and Gia Dinh
indicate the same place in
Vietnam?)

IFP

Tai sao cong ty AIGI va cong ty
Duy Tan c6 chung nganh hang
kinh doanh?
(Why do company A and
company B have the same
enterprise?)

FP/IFP/TP/SP

00

Tai sao doanh nghiép Viét Nhat
va tap doan FPTW c6 ngudn Iuc
tai chinh twong duong nhau ?
(Why do company A and
company B have the financial
competence equivalently?)

FP/IFP/TP/SP

Tai sao Khach san Caravelle
duoc xép vao khach san 5 sao tai
Viét Nam?)

(Why is  Caravelle  hotel
classified into five star hotel in
Vietnam?)

Domain and
Range of
Property

00

Tai sao by mén Bong Ban va bo
mén Ciu Long ¢6 phuong phap
tinh diém twong tu nhau?

(Why do sport subject A and sport
subject B have the same score
methodology?)

IFP

Chit luong dich vu ciia cong ty
Vietravel nhu thé nao?

(How is the service quality of

Vietravel?)

Class
definition

Tai sao cong ty PVEP Algeria
truc thugc Tép Poan Déau Khi
Quéc Gia?

(Why does PVEP Algeria agency
belong to Petro Vietnam Corp.?)

TP

Quan h¢ gitra ca thé Vo 2759 va
16p Phu Ting Xe May 14 nhur thé
nao?

(How is the relationship between
tire 2759 and class motobike
equipment?)

Domain and
Range of
Property

Two different techniques to answer two
questions are described in details. They both take advantage
of Vietnamese Wordnet (WNVL [9]) and defined templates
to detecting types of question, extracting key words and
useful query words from user. The first group of questions
mainly queries information from OVL, while with the second
group, some different reasoning strategies are applied to find

groups of
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the answers. The OVL’s tester will input question based on
templates and keep track of return answers. Besides, the
procedure to check the correctness of OVL through Pellet
reasoned is mandatory before using QA systems and
exploiting OVL’s application in the future.

According to our experiments: questions in Group 1 (what,
who, where, when) will be solved if the user provided two out
of three items of corresponding triples; question in Group 2
(why, how) required related entities have to defined in details
along with restrictions, relationships.

The next important task is to apply Vietnamese grammar
analyzing methods and semantic processing techniques -
along with increase data for OVL up to many times, to
enhance more complex Vietnamese QA systems which can
support complicated types of queries such as sub-query,
negative query, etc. At that time, our QA system will
evaluate and exploit the OVL ontology easily and more
efficiently.
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