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Abstract—In this paper titled: “Automatic Voice Signal 

Detection (AVSD)”, is a technique which identify constitutional 
and unconstitutional voice signal automatically. AVSD is 
performed on the basis of frequency content of voice signal for 
several samples of the same sound. An underline purpose of this 
paper is to investigate automatically fake voice signal in the 
security system. Frequency content is mapped to the frequency 
domain by computing its DFT using the FFT algorithm. The 
voice signal detection algorithm is formulated by continually 
computing the difference of the absolute average of two 
adjacent voice windows, and comparing it to a predefined 
threshold. 

 
Index Terms—Algorithm, Frequency Content, Threshold, 

FFT, Window 

I. INTRODUCTION 
Human beings can here the frequency range approximately 

from 20Hz to 20 KHz. If a frequency that is very close to 
20Hz to 20 KHz, could assume that for hearing this closed 
signal becomes more difficult. Human auditory systems have 
a perceptual property that may be auditory threshold of 
hearing (ATH) or auditory masking [5-9]. When a strong 
signal makes a temporal or spectral neighborhood of weaker 
signal minute, this means that masking effect can be observed 
in the time and frequency domain. If two signals occur at the 
same time and one signal is masked by another signal than 
this is called simultaneous masking or frequency masking. A 
weak signal emitted after the end of louder signal and masked 
by louder signal.  

By different news channel and different Media we 
generally come to know that a person is denying from the 
statement which may or may not be given by him, by saying 
that this is not his voice. We thought for above problem and 
finally decided to develop an approach so that we will be able 
to find whether the person is innocent or not. AVSD is an 
approach to find-out whether a person is denying from his/her 
statement or not mean distinguish between the constitutional 
and unconstitutional voice signal. 

Voice signal detection is becoming increasingly popular 
and can be found in luxury cars, mobile phones, dictation 
office software, toys, and appliances. It is defined as the 
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ability to identify a spoken word or a sequence of words.  

A. Wavelet Theory 
The fundamental idea behind wavelets is to analyze 

according to the scale. Indeed, some researchers in the 
wavelet field feel that, by using wavelets, one is adopting a 
whole new mindset or perspective in processing data. 
Wavelets are functions which satisfy certain mathematical 
requirements and are used in representing data or other 
functions. Approximation using superposition of functions 
has existed since the arly 1800's, when Joseph Fourier 
discovered that he could superpose sines and cosines to 
represent other functions. However, in wavelet analysis, the 
scale that one uses for looking at data plays a vitae role. 
Wavelet algorithms process data at different scales or 
resolutions. If we look at a signal with a large "window," we 
would notice gross features. Similarly, if we look at a signal 
with a small "window," we would notice small 
discontinuities [10-11]. 

 
Fig. 1 shows a windowed Fourier transform, where the 

window is simply a square wave [10-11]. The square wave 
window truncates the sine or cosine function to fit a window 
of a particular width. Because a single window is used for all 
frequencies in the WFT, the resolution of the analysis is same 
at all locations in the time-frequency plane. 

Now, the question is why these features make wavelets 
interesting and useful? For many decades, scientists have 
wanted more appropriate functions than the sines and cosines 
which comprise the bases of Fourier analysis, to approximate 
choppy signals. According to their definition, these functions 
are non-local (and stretch out to infinity), and therefore do a 
very poor job in approximating sharp spikes. But with 
wavelet analysis, we can use approximating functions that are 
contained neatly in finite domains. Wavelets are well-suited 
for approximating data with sharp discontinuities.  

The wavelet analysis procedure is to adopt a wavelet 
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Fig. 1: Fourier basis functions, time-frequency tiles and 
coverage of the Time-frequency plane
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prototype function, called an "analyzing wavelet" or "mother 
wavelet." Temporal analysis is performed with a contracted, 
high-frequency version of the prototype wavelet, while 
frequency analysis is performed with a dilated, 
low-frequency version of the prototype wavelet. Because the 
original signal or function can be represented in terms of a 
wavelet expansion (using coefficients in a linear combination 
of the wavelet functions), data operations can be performed 
using just the corresponding wavelet coefficients. And if we 
further choose the best wavelets adapted to our data, or 
truncate the coefficients below a threshold, our data is 
sparsely represented. This "sparse coding" makes wavelets an 
excellent tool in the field of data compression.  

Wavelet can also apply in other fields like [10-11] 
Astronomy, Acoustics, Nuclear Engineering, Sub-band 
Coding, Signal and Image Processing, Neurophysiology, 
Music, Magnetic, Resonance Imaging, Speech 
Discrimination, Optics, Fractals, Turbulence, Earthquake- 
Prediction, Radar, Human Vision, Pure Mathematics 
Applications.  

B. Historical Perspective 
In the 1930s, several groups working independently did 

research in the representation of functions by using 
scale-varying as the basic functions. Understanding the 
concepts of basis functions and scale-varying basis functions 
is keys to understanding wavelets.  

By using a scale-varying basis function called the Haar 
basis function Paul Levy, a 1930s physicist, investigated 
Brownian motion, a type of random signal. He found the 
Haar basis function superior to the Fourier basis functions for 
studying small complicated details in the Brownian motion. 
Another 1930s research effort by Little-wood, Paley, and 
Stein involved computing the energy of a function f(x) [10-11] 
which is given in equation-1. 

1 2
E nergy = [ f(x ) ]dx ..........(1 )

2
∫  

The computation produced different results if the energy 
was concentrated around few points or distributed over a 
larger interval. This result disturbed the scientists because it 
indicated that energy might not be conserved. The 
researchers discovered a function that can vary in scale and 
can conserve energy when computing the functional energy. 

 
It is simpler to explain a basis function if we move out of 

the realm of analog (functions) and into the realm of digital 
(vectors). Every two-dimensional vector (x; y) is a 
combination of the vector (1; 0) and (0; 1): These two vectors 
are the basis vectors for (x; y): Why? Notice that x multiplied 
by (1; 0) is the vector (x; 0); and y multiplied by (0; 1) is the 
vector (0; y): The sum is (x; y). The best basis vectors have 
the valuable extra property that the vectors are perpendicular, 
or orthogonal to each other. For the basis (1; 0) and (0; 1); this 
criteria is satisfied [11].  

Now let's go back to the analog world, and see how to 
relate these concepts to basis functions. Instead of the vector 
(x; y); we have a function f(x): Imagine that f(x) is a musical 
tone, say the note A in a particular octave. We can construct 
A by adding sines and cosines using combinations of 
amplitudes and frequencies. The sines and cosines are the 
basis functions in this example, and the elements of Fourier 
synthesis. For the sines and cosines chosen, we can set the 
additional requirement that they be orthogonal. How? By 
choosing the appropriate combination of sine and cosine 
function terms whose inner product add up to zero. The 
particular set of functions that are orthogonal and that 
construct f(x) are our orthogonal basis functions for this 
problem. 

Now we will look at Scale-Varying a basic function that 
varies in scale by chopping up the same function or data 
space using different scale sizes. For example, imagine we 
have a signal over the domain from 0 to 1. We can divide the 
signal with two step functions that range from 0 to 1/2 and 1/2 
to 1. Then we can divide the original signal again using four 
step functions from 0 to 1/4, 1/4 to 1/2, 1/2 to 3/4, and 3/4 to 1. 
And so on. Each set of representations code the original 
signal with a particular resolution or scale. 

Victor Wickerhauser has suggested that wavelet packets 
could be useful in sound synthesis. His idea is that a single 
wavelet packet generator could replace a large number of 
oscillators. Through experimentation, a musician could 
determine combinations of wave packets that produce 
especially interesting sounds. Wickerhauser feels that sound 
synthesis is a natural use of wavelets. Say one wishes to 
approximate the sound of a musical instrument. A sample of 
the notes produced by the instrument could be decomposed 
into its wavelet packet coefficients. Reproducing the note 
would then require reloading those coefficients into a wavelet 
packet generator and playing back the result. Transient 
characteristics such as attack and decay roughly, the intensity 
variations of how the sound starts and ends- could be 
controlled separately (for example, with envelope generators), 
or by using longer wave packets and encoding those 
properties as well into each note. Any of these processes 
could be controlled in real time, for example, by a keyboard 
[11].   

Notice that the musical instrument could just as well be a 
human voice, and the notes words or phonemes. A 
wavelet-packet-based music synthesizer could store many 
complex sounds efficiently because:  

 Wavelet packet coefficients, like wavelet 
coefficients, are mostly very small for digital 
samples of smooth signals. 

 And discarding coefficients below a 
predetermined cutoff introduces only small 
errors when we are compressing the data for 
smooth signals.  

Similarly, a wave packet-based speech synthesizer could 
be used to reconstruct highly compressed speech signals. 
Fig.-2 illustrates a wavelet musical tone or tone-burst 
[11-12].  

C. Wavelet Application 
Wavelets have scale aspects and time aspects; 

consequently every application has scale and time aspects. To 

Fig. 2: Wavelets for musical tone 
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clarify them we try to untangle the aspects somewhat 
arbitrarily.  

For scale aspects, there is one idea around the notion of 
local regularity. For time aspects, there is a list of domains. 
When the decomposition is taken as a whole, the de-noising 
and compression processes are the center points [3, 13-19].  

As a complement to the spectral signal analysis, new signal 
forms appear. They are less regular signals than the usual 
ones. The cusp signal presents a very quick local variation. Its 
equation is tr with t close to 0 and o < r < 1. The lower r is 
sharper than the signal. To illustrate this notion physically, 
imagine we take a piece of aluminum foil. The surface is very 
smooth, very regular. We first crush it into a ball, and then 
spread it out so that it looks like a surface. The asperities are 
clearly visible. Each one represents a two-dimension cusp 
and analog of the one dimensional cusp. If we crush again the 
foil more tightly in a more compact ball when we spread it 
out, the roughness increases and the regularity decrease.  

Several domains use the wavelet techniques of regular 
study: 

 Biology for cell membrane recognition, to 
distinguish the normal from the    Pathological 
membranes. 

 Metallurgy for the characterization of rough 
surfaces. 

 Finance (which is more surprising), for 
detecting the properties of quick variation of 
values. 

 In Internet traffic description, for designing the 
services size. 

Let’s switch to time aspects. The main goals are: 
 Rupture and edges detection.  
 Study of short-time phenomena as transient 

processes. 
As domain applications, we get: 

 Industrial supervision of gear-wheel. 
 Checking undue noises in craned or dented 

wheels, and more generally in nondestructive 
control quality processes. 

 Detection of short pathological events as 
epileptic crises or normal ones as evoked 
potentials in EEG (medicine). 

 SAR imagery. 
 Automatic target recognition. 
 Intermittence in physics. 

D. Wavelet Vs. Fourier Analysis 
In the well-known Fourier analysis, signal is broken down 

into constituent sinusoids of different frequencies. Another 
way to think of Fourier analysis is as a mathematical 
technique for transforming our view of the signal from  

 
time-based to frequency-based. A simple Fourier transform 
[10-11] is illustrated in Fig.-3.Taking the Fourier transform 
of a signal can be viewed as a rotation in the function space of 
the signal from the time domain to the frequency domain. 

Similarly, the wavelet transforms can be viewed as 
transforming the signal from the time domain to wavelet 
domain. This new domain contains more complicated basis 
functions called wavelets, mother wavelets or analyzing 
wavelets. A simple Fourier transform [10] is illustrated in Fig. 
4. 

 
Mathematically, the process of Fourier analysis is 

represented by the Fourier transform which is given in 
equation-2. 

-jωtωF(ω) = f(t)e dt..............(2)-ω∫  

Which is the sum over all time of the signal f (t) multiplied 
by a complex exponential. The results of the transform are the 
Fourier coefficients F (ω), which when multiplied by a 
sinusoid of frequency ω yield the constituent sinusoidal 
components of the original signal. 

Similarly, the continuous wavelet transform (CWT) [10, 
22] is defined as the sum over all time of the signal multiplied 
by scaled, shifted versions of the wavelet function (ψ) which 
is given in equation-3. 

( , ) ( ) ( , , ) ........(3)C Scale Position f t Scale Position t dt∞= Ψ∫−∞  

The results of the CWT are many wavelet coefficients C, 
which is a function of scale and position. Multiplying each 
coefficient by the appropriately scaled and shifted wavelet 
yields the constituent wavelets of the original signal. 

The basis function in both Fourier and wavelet analysis are 
localized in frequency making mathematical tools such as 
power spectra (power in a frequency interval) useful at 
picking out frequencies and calculating power distributions. 
The most important difference between these two kinds of 
transforms is that individual wavelet functions are localized 
in space. In contrast Fourier sine and cosine functions are 
non-local and are active for all time t.  

This localization feature, along with wavelets localization 
of frequency, makes many functions and operators using 
wavelets “sparse”. When transformed into the wavelet 
domain. This sparseness, in turn results in a number of useful 
applications such as data compression, detecting features in 
images and de-noising signals. 

A major draw back of Fourier analysis is that in 
transforming to the frequency domain, the time domain 
information is lost. When looking at the Fourier transform of 
a signal, it is impossible to tell when a particular event took 
place. In an effort to correct this deficiency, Dennis Gabor 
(1946) adapted the Fourier transform to analyze only a small 
section of the signal at a time. This technique is called 
windowing the signal. Gabor’s adaptation, called the 
Short-Time Fourier Transform (STFT) or Windowed Fourier 
Transform (WFT) that maps a signal into a two-dimensional 
function of time and frequency i.e. WFT gives information 
about signals simultaneously in the time domain and in the 
frequency domain. 

Fig. 3: Fourier Transform from time domain to frequency 

Fig. 4: Wavelet Transform from time domain to wavelet domain]
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Fig. 6: WFT or STFT Resolution             

 

 
Fig.-5 represents a sort of compromise between the time 

and frequency based views of a signal [10]. It provides some 
information about both when and at what frequencies a signal 
event occurs. However, we can only obtain this information 
with limited precision, and that precision is determined by the 
size of the window. While the STFT compromise between 
time and frequency information can be useful, the drawback 
is that if once choose a particular size for the time window, 
that window is same for all frequencies. Many signals require 
a more flexible approach in which we can vary the window 
size to determine more accurately either time or frequency. 
To illustrate the time-frequency resolution differences 
between the Fourier transform and the wavelet transform 
consider the Fig.-6 that show a Windowed Fourier Transform, 
where window is simply a square wave. The square wave 
window truncates the sine or cosine function to fit a window 
of a particular width. Because a single window is used for all 
frequencies in the WFT, the resolution of the analysis is the 
same at all locations in the time frequency plane. 
 

 
An advantage of wavelet transforms is that the windows 

vary. Wavelet analysis allows the use of long time intervals 
where we want more precise low-frequency information, and 
shorter regions where we want high-frequency information. 
A way to achieve this is to have short high-frequency basis 
functions and long low-frequency ones. 

Fig.-7 shows a time-scale view for wavelet analysis rather 

than a time frequency region [10]. Scale is inversely related 
to frequency. A low-scale compressed wavelet with rapidly 
changing details corresponds to a high frequency. A 
high-scale stretched wavelet which is slowly changing has a 
low frequency. 

E. Discrete Wavelet Transform 
The Discrete Wavelet Transform (DWT) [10, 20-22] 

involves choosing scales and positions based on powers of 
two so called dyadic scales and positions. The mother 
wavelet is rescaled or dilated by powers of two and translated 
by integers. DWT is defined by equation-4. 

2( , ) ( )2 (2 ).......(4)
j

jW j k x k n kj k ψ
− −= −∑ ∑  

Where ψ (t) is a time function with finite energy and fast 
decay called the mother wavelet. The DWT analysis can be 
performed using a fast, pyramidal algorithm related to 
multi-rate filter-banks. 

Specifically, a function f (t)Є L2(R) (defines space of 
square integral functions) can be represented as per 
equation-5. 

( ) ( , ) (2 ) ( , ) (2 )....(5)
1

L j Lf t d j k t k a L k t k
j k k

ψ φ
∞ ∞− −= − + −∑ ∑ ∑

= =−∞ =−∞
 

 
The function ψ (t) is known as mother wavelet, while ф(t) 

is known as the scaling function. The set of following 
function: 

{ 2 (2 ), 2 (2 ) , , , }jl L Lt k t k j L j k L Zφ ψ−− − −− − ≤ ∈  
Where Z is the set of integers is an orthonormal basis for 

L2(R). The numbers a (L, k) are known as the approximation 
coefficients at scale L, while d (j, k) are known as the detail 
coefficients at scale j. 

The approximation and detail coefficients can be 
expressed as per equation-6 and 7. 

1
( , ) ( ) (2 ) .........(6)

2
1

( , ) ( ) (2 ) ..........(7)
2

La L k f t t k dt
L

ja j k f t t k dt
j

φ

ψ

∞ −= −∫
−∞

∞ −= −∫
−∞

 

To provide some understanding of the above coefficients 
consider a projection fl (t) of the function f(t) that provides the 
best approximation (in the sense of minimum error energy) to 
f(t) at a scale l. This projection can be constructed from the 
coefficients a (L, k) by using equation-8. 

( ) ( , ) (2 ).........(8)1
lf t a l k t k

k
φ

∞ −= −∑
=−∞

 

As the scale l decreases, the approximation becomes finer, 
converging to f (t) as l→ 0. The difference between the 
approximation at scale l + 1 and that at l, fl+1(t) - fl (t), is 
completely described by the coefficients d (j, k) using the 
equation-9. 

( ) ( ) ( , ) (2 ).......(9)11
lf t f t d l k t kl k

ψ
∞ −− = −∑+ =−∞

 

Fig. 7: Wavelet Resolution 

Fig. 5: Windowing the signal into two dimensional function of 
time and frequency 
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Using these relations, given a(L, k) and {d(j, k) | j ≤ L}, it is 
clear that we can build the approximation at any scale. Hence, 
the wavelet transform breaks the signal up into a coarse 
approximation fL(t) (given a(L, k)) and a number of layers of 
detail {fj+1(t)-fj (t) | j < L} (given by {d(j, k) | j ≤ L}). As each 
layer of detail is added, the approximation at the next finer 
scale is achieved. 

 

II. PROBLEM IDENTIFICATION AND LITERATURE SURVEY 
Mr. Shaleena Jeeawoody [1] found whether could develop 

a more efficient car security system using the technology 
voice recognition. The function of this voice recognition car 
security system is to unlock only when it recognizes a 
password spoken by the password holder. As per result shows 
that among the 15 words tested, no two voices overlapped. 
For a given word, the voice spectrum differs from one person 
to another. Work was good but what about if security is 
protected more than 15 words. To solve this type problem, 
AVSD is approached to protect the system for more than 15 
words.   

Mr. Khalid Saeed [2] explained voice recognition where it 
is not defined that which type file will recognize and how? In 
this research work AVSD is for practical approach where all 
the problems will resolve and .wav file is used for voice 
detection. 

Maria Markaki [3] explained a novel feature set for the 
detection of singing voice in old and new musical recordings 
but what about if fake voice is recorded for voice detection. 
To solve this type problem, AVSD is approached. 

Vijay K Chaudhari [4] developed Voice Spectrum 
Analysis for fake voice is done manually with the help of 
various DSP parameters where .wav is used which take more 
time for processing because all the work is related manually. 

AVSD is an approach where fake voice detection will do 
automatically. 

 

III. METHODOLOGY 

A. Block Diagram for AVSD 
The system must know when a voice signal is input. Thus, 

a detection algorithm has been devised. This is done by 
continually computing the difference of the absolute average 
of two adjacent sound windows (sets of consecutive sound 
data), and comparing it to a predefined threshold. The 
detector algorithm can be broken down as per following 
steps: 
1) The absolute average w1 of a sound window of length W 

is computed from the sound samples s1 starting at sa and 
ending at sb as shown in equation-10. 

1
.........................(10)1

b
w s ii aw

= ∑
=

 

2) The average of the second window w2 is computed from 
the sound samples si starting at sb and ending at sc as 
shown in equation-11. 

1
.........................(11)2

c
w s ii bw

= ∑
=

 

3) The difference between w2 and w1 is compared to the 
threshold value Th. If it is larger, the spoken word is 
considered to start at sc else, the algorithm goes on to step 
4. 

4) The average of the oldest window (w1) is discarded, and 
replaced by w2. Then, the algorithm goes back to step 2. 

 

 
Once the voice is detected, it is mapped to the frequency 

domain by computing its Discrete Fourier Transform (DFT) 
using the Fast Fourier Transform (FFT) algorithm. The sound 
is sampled at 5 kHz, five 1024-points FFTs are required to 
fully characterize a single word. 

The comparison between input voice and the reference 
voice is done by taking the Euclidean distance between them. 
To do this, they are considered as five 1024-dimensional 
vectors (one for each matrix row), and the average of their 
respective Euclidean distance is computed. This is shown in 
equation-12, where D is the distance, and ani and bni are the ith 
components of the input voice signal. The n index points to 
each of the five vector pairs. 

( )5 1024 21
.......................(12)

1 15
D a bni nin i

= −∑ ∑
= =

 

The block diagram is defined in Fig.-8. 

B. 0-Level DFD for AVSD 
Algorithm for AVSD 

Variable & 
Parameters 
Definitions 

AVSD 
Algorithm 

Detect the Voice
Signal 

Save Detected 
 Voice Signal 

Load Detected 
Voice Signal

Detect the Voice
Signal 

Input Referenced .wav File 

Compute 
Adjacent 
Windows 

Compute 
 FFT 

Compute Distance 
between Input Phase & 

Reference File  

Result Matched 
 Or  

Not Matched 

Fig. 8: Block Diagram for AVSD 
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The proposed algorithm for AVSD is given in following 

steps in which multiples .wav files are selected a reference 
file and fingerprint is find out for reference files which is 
defined from step-1 to step-12. All the data of fingerprint of 
reference file is recalled for voice signal detection which is 
defined from step-13 to step-22. 
1) Load the reference files. 
2) Set quantization parameters, Window length, Voice 

length, Threshold, FFT. 
3) Decimate the voice signal. 
4) Quantize the voice signal. 
5) Initialize the pointer to detect the beginning of the word. 
6) Initialize the average window. 
7) Go through the voice until the difference between the 

averages of two adjacent windows is significant. 
8) Store the detected voice signal. 
9) Add FFT for each file together. 
10) Average the FFT. 
11) Display the fingerprint of voice signal. 
12) Save data for voice detection phase of the algorithm. 
13) Load data for voice signal detection. 
14) Define maximum acceptable distance. 
15) Initialize the distance variable, FFT Vector. 
16) Load the file which will detect from reference file. 
17) Decimate the signal. 
18) Quantize the signal. 
19) Initialize average window. 
20) Go through the voice until the difference between the 

averages of two adjacent windows is significant. 
21) Compute the distance from fingerprint. 
22) Display the result (word is detected or not). 
23) Display the fingerprint of voice signal. 

 

IV. PROPOSED RESULT 
As per proposed algorithm, AVSD will automatically 

detect constitutional and unconstitutional voice signal for 
male and female voice signal .wav voice signal. It will 
illustrate fake voice signal for both mono and stereo .wav file 
for more than 15 words. For AVSD, I decide the length of 
voice signal is 1.024 seconds. AVSD will support both mono 
and stereo .wav file but if recorded .wav file will 
compressed .wav file format then processing of AVSD will 
be better that will take very less time for execution. For this 
problem, VSC (Voice Signal Compression) is already 
developed and published also which compress 50% of the 
source .wav file in same extension. 

The AVSD is applicable for pervasive computing.     
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