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Abstract—In modern times, video object segmentation has 

emerged as one of the most imperative and challenging area of 
research. The principal objective of video object segmentation 
is to facilitate content-based representation by extracting 
objects of interest from a series of consecutive video frames. 
Recently, a number of video object segmentation algorithms 
have been discussed and unfortunately most existing 
segmentation algorithms are not adequate and robust enough to 
process noisy video sequences. Competence of most 
segmentation techniques is affected by the presence of noise in 
frames which is a critical issue of edge preservation. This paper 
presents a novel video object segmentation approach for noisy 
color video sequences towards effective video retrieval. Initially, 
the noisy video frames are denoised using a strategy based on an 
enhanced sparse representation in transform domain. 
Afterwards, the background is estimated from the denoised 
frames using the Expectation Maximization (EM) algorithm. 
Then, the foreground objects i.e.) moving video objects are 
segmented with the aid of the novel approach presented. The 
biorthogonal wavelet transform and the L2 norm distance 
measure are employed in the foreground object segmentation. 
The experimental results demonstrate the effectiveness of the 
presented approach in segmenting the video objects from noisy 
color video sequences. 
 

Index Terms—Background Estimation, Biorthogonal wavelet 
transform, Denoising, Expectation Maximization (EM) 
algorithm, Foreground object, L2 norm, Moving Object, Video, 
Video Objects (VO), Video Object Segmentation. 
 

I. INTRODUCTION 
Video has largely turned into a necessary component of 

today’s multimedia applications; consisting of VCR (Video 
Cassette Recording), Video-on-Demand (VoD), virtual 
walkthrough and more with the speedy development in video 
technology [1]. A huge amount of video data is now 
extensively available owing to the technology’s progress in 
multimedia, digital TV and information systems [2]. Due to 
the sudden growth in digital video content, an efficient way 
to access and manipulate the information in a huge video 
database has become a difficult and timely issue [3]. 
Therefore, the need for developing tools and systems that can 
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effectively search and retrieve the desired video content has 
gained enormous popularity among researchers.  

The development of novel sophisticated algorithms for 
proficient description, segmentation and representation of the 
image visual content will greatly determine the success of 
emerging multimedia applications, like video editing, video 
summarization, Content-Based Image Retrieval (CBIR), 
Content-Based Video Retrieval (CBVR) and video 
surveillance. Moving (or Motion) Picture Experts Group – 4 
(MPEG-4) standard has launched the concept of Video 
Objects (VOs) for content-oriented coding of video 
sequences specifically to address all the aforesaid needs 
concerned with huge amount of video data [5]. 

Video content can be informally defined as a group of 
objects or activities, which appear in the particular video at 
few frame ranges. An object may be an item, a person or 
generally something concrete.  An activity can be considered 
as an action or a relation among certain objects. There is no 
differentiation in the way of handling objects and activities 
and therefore generally it refers only to objects [6]. Video 
object segmentation has been recognized one of the vital 
issues in object-based video analysis and retrieval [10]. The 
emerging MPEG-4 standard has introduced the concept of 
content-based representation and content-based Visual query. 
The novel features of the MPEG-4 standard include 
enhanced coding efficiency, content-based interactivity and 
great error robustness for a large range of bit rates. In order to 
apply the MPEG-4 visual coding standard, each image of 
video sequences needs to be represented in terms of video 
objects [11], that is, the objects to be encoded in video 
sequences should be identified before the encoding process 
starts. So, video object segmentation has become more and 
more important [12]. 

The MPEG group has espoused the concept of Video 
Objects (VOs) and Video Object Planes (VOPs) for 
enhancing the coding efficiency and offering multimedia 
functionalities to the upcoming encoders. In a typical digital 
video stream, the meaningful entities of arbitrary shape 
(semantic objects), such as a human, a chair, a building and 
so on correspond to Video Objects, whereas the projection of 
video objects into a plane is represented by VOPs [8]. The 
objective of video object segmentation is to enable an 
object-based description of the scene by extracting objects of 
interest from a series of successive video frames. Most vision 
and multimedia applications have video object segmentation 
as an initial step [7]. Different applications, such as scene 
understanding, object-based video encoding, surveillance 
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applications and 2D-to-pseudo-3D video conversion, depend 
on the ability to extract objects from video sequences [13]. 
Moreover, it navigates through many application domains 
from security to medical imaging, with its major areas, being, 
though in no way limited to, surveillance and object tracking, 
content based video retrieval and analysis, video footage 
analysis for a variety of investigation purposes, traffic 
systems, video coding and medical diagnosis [14]. It is 
probable to access and perform object manipulation in the 
video with a good segmentation. It facilitates high-level 
image analysis like object recognition and scene 
interpretation [7]. 

The two classes of objects present in a video sequence are: 
Background objects and Foreground Objects. The 
background objects correspond to all those objects that are 
found in the scene during the entire sequence or longer than a 
predefined period of time. All other objects materializing in 
the scene represent the foreground objects [13]. The task of 
object segmentation is principally difficult when dealt with 
natural scenes where the background contains shadows, 
moving objects, and undergoes illumination changes. The 
video object segmentation techniques available in the 
literature can be grouped into three classes namely, 1) 
Region-based methods utilizing a homogeneous color or 
texture criterion, 2) Motion-based approaches using a 
homogeneous motion criterion, and 3) Object tracking [9]. 
Moreover, the proposed approaches for video object 
segmentation will be either supervised or unsupervised. In 
supervised approaches, the number of objects present in the 
sequence or more often the grouping of homogeneous 
regions to semantic objects [15]. [24], [32] is determined 
based on human interaction [31], while the unsupervised 
approaches necessitate no such interaction.  

Several approaches have been proposed by researchers for 
video object segmentation [16 – 19, 21 - 27]. A brief review 
of image and video segmentation algorithms that have been 
presented for multimedia applications is provided in [16]. 
Every segmentation method emphasizes on different issues. 
A few methods are computationally expensive but provide; in 
general, accurate results while others have low computation 
but fail to offer reliable segmentation. A large number of 
video shots are used to effectively test a few of these methods 
and are examined throughout large shots. Moreover, many 
methods work in correspondence with fine tuned parameters 
developed by experts. A principal disadvantage of most 
methods is that they are not tested on noisy videos and videos 
with artifacts. In general, an object segmentation algorithm 
works by classifying the pixels of a video image into a certain 
number of classes that are homogeneous in correspondence 
to some characteristic (e.g., texture or motion). It creates 
objects by aggregating the image pixels. Some methods work 
based on color features and others on motion features. Some 
methods incorporate various features in expectation of better 
results. However, the use of additional features does not 
guarantee better result because some features can turn into 
erroneous or noisy data and complicate the achievement of a 
good solution [20].  

In this paper, we propose a novel approach for 
segmentation of moving video objects in noisy color video 
sequences towards effective video retrieval. Initially, the 

frames are extracted from the noisy color video sequences 
and converted into grayscale. Afterwards, the noisy grayscale 
frames are denoised using the approach presented by 
Kostadin Dabov et al. [30]. Then, the background is 
estimated from the denoised frames with the help of the 
Expectation Maximization (EM) algorithm. Subsequently, 
the moving video objects in the foreground are segmented 
using the following steps: First, the estimated background 
image and the current frame are divided into micro blocks of 
size 2x2. Then, biorthogonal wavelet transform is applied on 
the micro blocks and block matching is carried out using L2 
norm distance measure. The calculated distance measures are 
compared against a pre-defined threshold to segment the 
moving objects in the foreground. A black mask image of 
current frame size is created and the segmented foreground 
object is superimposed at the corresponding location in the 
mask image with white pixels. The above steps are carried 
out for all the frames extracted from the video sequence. 
Finally, the morphological operator “close” is applied on the 
resultant mask image to obtain the exact foreground object. 
The experimentation on the presented approach shows its 
efficiency in segmenting the moving objects from noisy color 
video sequences. 

The rest of the paper is organized as follows: Section II 
presents a brief review of some of the recent researches in 
video object segmentation. A concise description of the 
concepts utilized in the presented approach is given in 
Section III. The proposed novel approach for noisy video 
object segmentation is presented in Section IV. The 
experimental results are given in Section V. Finally, the 
conclusions are summed up in Section VI. 
 

II. REVIEW OF RELATED RESEARCHES 
A handful of researches are available in the literature for 

video object segmentation in color video sequences. These 
researches have motivated us to do this research. A brief 
review of some of the recent researches is presented below: 

Drelie Gelasca and Ebrahimi [21] have proposed a 
perceptually driven objective metric for segmentation quality 
evaluation, based on psychophysical experiments on 
synthetic artifacts. The perceptual metric proposed was tested 
by conducting a study on the real artifacts produced by 
typical video object segmentation algorithms. Seven recent 
segmentation algorithms were chosen and analyzed both 
objectively and subjectively. Initially, the real artifacts 
introduced were classified based on a subjective perception. 
Secondly, they proposed a perceptual objective metric 
capable of predicting the subjective quality as perceived by 
human viewers. The results showed an improved 
performance when compared to the commonly adopted 
MPEG and the wqm, mqm metrics and better adaptability 
when considered with various segmentation applications. 
Determination of optimal perceptual parameters for specific 
segmentation applications such as video compression and 
mixed reality was achieved.  

The design procedure employed for generating a ground 
truth for the evaluation of motion-based algorithms for 
video-object segmentation has been described by Tiburzi et 
al. [22]. In general, motion-based segmentation algorithms 



International Journal of Computer Theory and Engineering, Vol.2, No.6, December, 2010 
1793-8201 

 

 
828

are either based on a few pixel intensity models and, 
particularly on some optical flow estimation of the scene 
when dealt with moving cameras. Since specific settings for 
this factor can considerably increase (high complexity 
settings) or decrease (low complexity settings) segmentation 
accuracy. The algorithm’s tuning and results evaluation were 
made possible by the extensive range of critical factors 
considered and the development of an accurate ground-truth 
for their presented corpus. Unger et al. [23] have proposed a 
novel method for the generation of artificial background 
images that allows background subtraction from video 
sequences with unconstrained camera movement. They have 
made use of optical flow to estimate the global motion 
models. For every video frame, an artificial background 
image was produced by the accumulation of compensated 
global motion and weighted neighboring frames. Their major 
contribution was the statistical modeling of the deviation of 
optical flow and global motion, which were used to 
determine the weights for accumulation. The proposed 
Rayleigh-based method delivered superior results when 
estimated quantitatively. The only downside of their work is 
that the background pixels in succeeding video frames must 
be extremely correlated.  

Fatih Porikli and Yao Wang [9] have proposed an 
Automatic Video Object Segmentation approach using 
Volume Growing and Hierarchical Clustering technique that 
blends the advantages of color, texture, shape, and motion of 
various segmentation methods in a computationally feasible 
way. Initially, a spatiotemporal data structure has been built 
for each group of video frames, in which each pixel is 
assigned a feature vector on the basis of low-level visual 
information. Subsequently, using an adaptive, three 
dimensional, centroid-linkage method, the least 
homogeneous components called as volumes, are expanded 
from selected marker points. The self descriptors are then 
determined by assessing the boundary, trajectory, and motion 
of the volumes. A self descriptor characterizes every volume 
and the relational descriptors that capture the mutual 
properties between pairs of volumes. These descriptors are 
utilized to compute the similarity between different volumes 
and the volumes are further grouped into objects based on 
that similarity value. The segmentation output of a 
fine-to-coarse clustering algorithm was a multi-resolution 
object tree representation. 

A Segmentation method for deformable objects in 
monocular videos has been presented by Peng Tang and Lin 
Gao [25]. Initially, they have introduced a dynamic shape to 
symbolize the prior knowledge about object shape 
deformation in a manner of auto-regressive model, which 
treats the shape as a function of subspace shapes at previous 
time steps. A framework of Markov random field energy was 
developed by fusing both spatial-temporal image information 
and model predictions. The devised framework of Markov 
random field energy can be effectively minimized by the 
graph cut algorithm so as to achieve a global optimum 
segmentation. Both the orthogonal basis and the auto 
regressive model parameters are updated on-line, using final 
segmentation results in order to capture model variations, 
thereby forming an effective closed loop system. Lastly, the 
impending of the proposed segmentation method with 

respect to noise, clutter, and partial occlusions were 
demonstrated by means of promising experimental results. 

Dubravko Culibrk et al. [26] have presented a background 
modeling and subtraction approach for video object 
segmentation. Also, in correspondence to their application 
domain, they have proposed a Neural Network (NN) 
architecture with the intention of building an unsupervised 
Bayesian classifier. The segmentation in natural-scene 
sequences with complex background motion and changes in 
illumination have been efficiently handled by constructed 
classifier. The weights of the proposed NN act as a model of 
the background and are updated temporally to reflect the 
observed statistics of background. Based on the formerly 
published test pool containing diverse surveillance-related 
sequences, the segmentation performance of the proposed 
NN was examined both qualitatively and quantitatively, and 
was compared with two existing probabilistic object 
segmentation algorithms. The proposed algorithm was 
parallelized on a subpixel level and designed to facilitate 
efficient hardware implementation. Aree A. Mohammed et al. 
[27] have developed an object extraction method and 
proposed efficient algorithms for characterization of object 
motion. The set of their proposed tools serves as the base for 
development of object based functionalities for manipulating 
video content. The estimators produced by different 
algorithms were compared with respect to quality and 
performance and was also tested on real video sequences. 
Their proposed method will aid for the most recent encoding 
standards and description of multimedia content – MPEG4 
and MPEG7. 
 

III. PREREQUISITES 
In this section, a concise description of biorthogonal 

wavelet transform and L2 norm distance measure is 
presented. 

A. Biorthogonal Wavelet Transform 
The biorthogonal wavelet transform falls under the class of 

invertible transforms. Since the biorthogonal wavelets 
possess two sets of low-pass filters (for reconstruction), and 
high-pass filters (for decomposition), the properties of 
perfect reconstruction and symmetric wavelet functions 
prevail in them. One set is considered as the other one’s dual. 
In contrast, the orthogonal wavelets comprise only one set. In 
case of biorthogonal wavelets, the decomposition and 
reconstruction filters are acquired from two dissimilar scaling 
functions related to two multi resolution analyses in duality. 
An additional beneficial characteristic of biorthogonal 
wavelets over the orthogonal wavelets is that the former kind 
has higher embedding capacity when utilized in the 
decomposition of the image into diverse channels [28]. The 
aforesaid characteristics of the biorthogonal wavelets make 
them potential candidates in the wavelet domain.  

Biorthogonal wavelets initiate two wavelets. One of 
them, ϕ , aids in the analysis while the other ψ , aids in 
synthesis as is found in (a) and (b) respectively 

 

dxxxsC kjkj )()( ,, ∫= ϕ                              (1) 
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kjkj kjCs ,, , ψ∑=                              (2) 

 
Here, s  represents the signal while kj,  are integers. 

B. L2 Matrix Norm  
The L2-norm of a matrix A  is given as [29]:   

))((max )1(2 iNi sqrtA λ<=<==  

Where iλ  is an (always real) eigenvalue of AAT ; or  

)(max )1(2 iNi muA <=<==  

Where imu  is a singular value of A . 
 

IV. NOVEL APPROACH FOR VIDEO OBJECT SEGMENTATION 
IN NOISY COLOR VIDEO SEQUENCES 

The proposed novel approach for video object 

segmentation in noisy color video sequences is presented in 
this section.  Noisy color video sequences in Audio Video 
Interleaved (AVI) and Moving (or Motion) Picture Experts 
Group - 1 (MPEG -1) formats can be segmented using the 
proposed approach. To start with, the frames in the color 
video sequence are extracted and converted into grayscale. 
Gaussian noise is then added to the grayscale frames. 
Afterwards, the noisy grayscale frames are denoised using 
the image denoising strategy presented by Kostadin Dabov et 
al. [30]. Subsequently, the background is estimated from the 
denoised frames using the Expectation Maximization (EM) 
algorithm. Consequently, the foreground objects i.e.) moving 
video objects are segmented using the novel approach 
presented. A description of the de-noising algorithm 
employed, background estimation and foreground object 
segmentation are given in the following sub-sections. Fig 1 
shows the block diagram of the proposed video object 
segmentation approach. 

 

 
 

Fig. 1. Block diagram of the proposed video object segmentation approach 
 

A. Denoising Algorithm 
In the proposed video object segmentation approach for 

denoising the noisy video frames, we have employed the 
image denoising strategy presented by Kostadin Dabov et al. 
[30].  Their strategy is based on an enhanced sparse 
representation in transform domain. The similar 2D 
fragments (e.g. blocks) of the images are grouped into 3D 
data arrays for enhancing the sparsity. Collaborative filtering, 
a special procedure, is also presented to manage these 3D 
groups. The denoising strategy consists of three successive 
steps namely: 3D transformation of a group, shrinkage of 
transform spectrum, and inverse 3D transformation. 
Precisely, block matching and shrinkage in a 3D transform 
domain are utilized for the accomplishment of grouping and 
collaborative filtering respectively. The general procedure 
involved in the algorithm is as follows.  

Processing of the input noisy image is done by 
successively extracting reference blocks from it and for every 
block:  
• Locate blocks that are identical to the reference block 

(block matching) and stack them together to form a 3D 
array (group); 

• Collaborative filtering of the group is carried out and the 
resulted 2D estimates of all grouped blocks are returned 
to their respective original locations. 

The obtained block estimates can overlap, hence there are 
multiple estimates for each pixel and these estimates are 
aggregated to obtain the estimate of the whole image. The 
detailed steps in the algorithm can be found in [30]. The 

strategy achieves denoising at reasonable computational cost 
and allows for effective complexity/performance trade-off. 
In addition, the employed strategy can be used for denoising 
various noises such as additive colored noise, non-Gaussian 
noise and more by modifying the calculation of coefficient's 
variances in the algorithm. 

B. Background Estimation 
The estimation of background from the denoised frames is 

explained in this sub-section. The Expectation Maximization 
(EM) [4] algorithm is employed in the estimation of the 
background.  Let there be, F  individual frames in the video 
sequence and a background IB . The background can be 
estimated by maximizing the log likelihood  
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Where 1D  and 2D are constants, IBP  be the probability 

of the video sequence. The uniform probability obtained of 
the background is used to update the estimated background. 
The update function of the background IB  is  
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Obviously, a video sequence is likely to contain moving 
foreground objects along with the background. Therefore, 
our primary concern is to eliminate those foreground objects 
to the maximum. When considering the successive frames in 
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a video sequence, it is believed that the foreground object 
moves about the fixed background. So, we correlate the 
consecutive frames in the video sequence to determine the 
background by maximizing the above log likelihood function. 
The maximum log likelihood function when applied 
iteratively enables a better portrayal of the background. For 
estimating the background effectively, we have used an 
update function which improves upon the value of ‘ IB ’. We 
repeat the maximization of log likelihood function to 
eliminate all possible disturbances by the foreground object.  

C. Foreground Object Segmentation 
This sub-section describes the novel approach proposed 

for the segmentation of foreground objects. The background 
estimated from the denoised frames is utilized in the 
segmentation of the foreground objects. In addition, black 
mask images are used to mark the segmented foreground 
object. Initially, the background image is divided into micro 
blocks of size 2 x 2. Similarly, the candidate frames 
(denoised video frames) are divided into micro blocks of size 
2 x 2. Then, the foreground objects in the candidate frames 
are segmented by computing the similarity between micro 
blocks of each candidate frame and the background using the 
L2- norm distance method. The steps involved in the 
computation of similarity between two micro blocks are as 
follows: First, the biorthogonal wavelet transform is applied 
on the two micro blocks. Subsequently, the distance between 
the two micro blocks is calculated by employing the L2-norm 
distance method. The equation describing the above steps is 
as follows: 

( ) 2)()(, CFBICBBI YBiorYBiorYYd −=  

Where 2⋅ denotes the L2-norm, BIY  denotes a micro 

block in the estimated background image, CBY  denotes a 
micro block in a candidate frame and ()Bior  represents the 
biorthogonal wavelet transform. On the basis of the 
computed L2-norm distance, the foreground object is 
segmented and superimposed on the mask image. The micro 
blocks having distance less than a predefined threshold are 
marked with white pixels on the mask image. On completion 
of these steps, a rough sketch of the foreground object is 
obtained in the mask image, which is bound to contain noises. 
Finally, to eliminate the noise, the morphological operator 
“Close” is applied on the formed mask image. Based on the 
formed mask image, the actual foreground object from the 
original color video frame is extracted and superimposed at 
the corresponding locations in the mask image.  
 

V. EXPERIMENTAL RESULTS 
This section presents the results obtained from the 

experimentation on the proposed video object segmentation 
approach. The presented approach has been validated by 
experimentation with several kinds of color video sequences 
in AVI and MPEG-1 formats. The proposed approach is 
programmed in Matlab (Matlab 7.4). The intermediate results 
obtained in segmenting the video objects in a color video 
sequence are presented here. The Gaussian noise (σ = 20) 
added video frames, denoised video frames, estimated 
background, mask image with segmented foreground objects, 
mask image with segmented foreground objects after 
applying morphological operator, and segmented foreground 
objects are portrayed along with the original color video 
frames and their corresponding grayscale frames in the 
following figures. 

 

 
Fig. 2 Sample Frames of input color video sequence 

 



International Journal of Computer Theory and Engineering, Vol.2, No.6, December, 2010 
1793-8201 

 
831

 
Fig. 3. Grayscale converted frames  

 

 
Fig. 4. Grayscale frames with Gaussian noise (σ =20) 

 

 
Fig. 5. Denoised video frames 

 

 
Fig. 6. Estimated Background 
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Fig. 7. Mask image with segmented foreground objects 

 

 
Fig. 8. Mask image with segmented foreground objects after applying morphological operator 

 

 
Fig. 9. Segmented foreground objects 
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VI. CONCLUSION 
In digital video processing and computer vision, one of the 

most challenging and active research areas is video object 
segmentation. A significant issue for the successful use of 
many video sequences is video object segmentation that 
accentuates partitioning the video frames to semantically 
meaningful video objects and backgrounds. Video object 
segmentation is a vital operation for content-based video 
coding, multimedia content description, intelligent signal 
processing and more. In this paper, we have presented a 
novel and efficient video object segmentation approach for 
noisy color video sequences towards achieving effective 
video retrieval. An image denoising strategy based on an 
enhanced sparse representation in transform domain has been 
utilized in denoising the noisy frames. Expectation 
Maximization (EM) algorithm is utilized in the estimation of 
background and foreground objects have been extracted with 
the aid of the novel approach presented. The novel approach 
presented for foreground object segmentation made use of 
biorthogonal wavelet transform and L2-norm distance 
measure. The experimental results have demonstrated the 
effectiveness of the proposed approach in segmenting the 
video objects from noisy color video sequences. 
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