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Abstract—Ant-based clustering is a biologically inspired data 

clustering technique.  Clustering task aims at the unsupervised 
classification  of patterns in different groups.  Clustering 
problem has been approached from different disciplines during 
last years.  In recent years, many algorithms have been 
developed for solving numerical and combinatorial 
optimization problems.  Most promising among them are 
swarm intelligence algorithms.  Clustering with swarm-based 
algorithms is emerging as an alternative to more conventional 
clustering techniques.  These algorithms have recently been 
shown to produce good results in a wide variety of real-world 
applications.  During the last five years, research on and with 
the ant-based clustering algorithms has reached a very 
promising state.  In this paper, a brief survey on ant-based 
clustering algorithms is described.  We also present some 
applications of ant-based clustering algorithms. 
 

Index Terms—Ant-based Clustering, Data Mining, Cluster 
Analysis, Swarm Intelligence 
 

I. INTRODUCTION 
With substantial decline in data storage cost, rapid 

advancement in computer networks, technology advances in 
data acquisition, improvement in computer performance and 
explosive growth in the generation  of electronic information, 
huge amount of data are being collected and stored in 
databases.  The amount of data stored in databases continues 
to grow fast.  This large amount of stored data contains 
valuable hidden knowledge, which could be used to improve 
the decision-making process of an organization.  It is 
therefore no simple matter to discover business intelligence 
that must assist decision making.  Hence, such large 
databases have led to the emergence of a field called data 
mining and knowledge discovery in databases [32].  Data 
Mining refers to extracting or mining knowledge from large 
amounts of data.  It involves the use of data analysis 
techniques to discover previously unknown, valid patterns 
and relationships in large data sets.  This encompasses a 
number of technical approaches such as clustering, data 
summarization, classification, finding dependency networks, 
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regression, analyzing changes and detecting anomalies.  
Ants belong to social category.  It means that the ant would 

be unable to survive on its own.  But colonies of ants can 
exhibit remarkable coordination of activities between the 
individuals.  This coordination does not stem from a ‘center 
of control’ rather it is self-organizing.  When ants search for 
food, they initially perform a random walk search in their 
local neighborhood.  As the ants move, they deposit a 
chemical substance called pheromone on their path.  This 
substance is perceived by other ants, helping them to make 
decision on their next move.  This way a solution is 
constructed in an incremental fashion.  The amount of 
pheromone laid is proportional to the number of ants that 
used in the route.  Some examples are building an ant nest, 
brood pits and cemeteries, hunting and foraging food [16] 
[10]. 

The communication between the agents during the search 
process is not direct, instead they communicate indirectly by 
modifying the environment faced by each other.  There is no 
single ‘Ant Model’, rather there exists a family of models, 
each inspired by a different aspect of ant behavior.  These 
models include those inspired by :  i.  Ant-foraging behavior                  
ii.  Brood-sorting behavior  iii.  Cemetery formation behavior  
and iv.  Cooperative transport.  Ant colonies show high 
degrees of parallelism, self-organization and fault tolerance.  
These characteristics are essential for the computer systems. 

Clustering means the act of partitioning an unlabeled 
dataset into groups of similar objects.  The goal of clustering 
is to group sets of objects into classes such that similar 
objects are placed in the same cluster while dissimilar objects 
are in separate clusters.  Clustering is used as a data 
processing technique in many different areas, including 
artificial intelligence, bioinformatics, biology, computer 
vision, city planning, data mining, data compression, earth 
quake studies, image analysis, image segmentation, 
information retrieval, machine learning, marketing, medicine, 
object recognition, pattern recognition, spatial database 
analysis, statistics and web mining [39]. 

The nature inspired methods like ant-based clustering 
techniques have found success in solving clustering problems.  
They have received special attention from the research 
community over the recent years.  It is because these methods 
are particularly suitable to perform exploratory data analysis, 
and also because there is still a lot of investigation to perform 
on this field – the research nowadays concentrates on 
improving performance, stability, convergence, speed, 
robustness and other key features that would allow us to 
apply these methods in real applications.  The main research 
on the nature inspired methods does not focus on the strict 
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modeling of the natural processes;  it merely focuses on using 
the best ideas to improve the convergence and accuracy of 
such methods. 

The remainder of this paper is structured as follows.  In 
section 2, swarm intelligence concept is described.  In section 
3, an overview of ant colony system is presented.  Section 4 
contains cluster analysis.  Section 5 reviews the previous 
work on ant-based clustering.  Furthermore, the applications 
of ant-based clustering algorithms are presented in section 6.  
Finally, conclusion and future research directions are 
presented in section 7.    

II. SWARM INTELLIGENCE 
Swarm Intelligence (SI) [42] [8] [1] is an innovative, 

distributed intelligent paradigm for solving optimization  
problems that organized from the study of colonies, or swarm 
of social organisms.  Studies of the social behavior of 
organisms (individuals) in swarm prompted the design of 
very efficient optimization and clustering algorithms.  The 
state of the art clustering algorithms based on SI tools are 
Particle Swarm Optimization (PSO) and Ant Colony 
Optimization (ACO). 

PSO is a new evolutionary computation technique first 
introduced by Kennedy and Eberhart in 1995 [43].  It is a 
stochastic optimization approach, modeled on the social 
behavior of animals such as a flock of birds, a school of fish, 
or a swarm of bees or a group of people who pursue a 
common goal in their lives [42].  PSO is a population-based 
search procedure where the individuals, referred to as 
particles, are grouped into a swarm.  Each particle in the 
swarm represents a candidate solution to the optimization 
problem.  In a PSO system, each particle is  “flown” through 
the multidimensional search space, adjusting its position in 
search space according to its own experience and that of 
neighboring particles.  A particle therefore makes use of the 
best position encountered by itself and the best position of its 
neighbors to position itself toward an optimal solution. 

The effect is that particles “fly” toward an optimum, while 
still searching a wide area around the current best solution.  
The performance of each particle (i.e. the “closeness” of a 
particle to the global minimum) is measured according to a 
predefined fitness function which is related to the problem 
being solved. 

The main strength of PSO is its fast convergence, which 
compares favorably with many global optimization 
algorithms like Genetic Algorithms (GA), Simulated 
Annealing (SA) and others.  For applying PSO successfully, 
one of the key issues is finding how to map the problem 
solution into the PSO particle, which directly affects its 
feasibility and performance.  Applications of PSO include 
function approximation, clustering, optimization of 
mechanical structures, and solving systems of equations. 

ACO approach was proposed in 1992 by Marco Dorigo et 
al. to solve several discrete optimization problems [7] [18] 
[22].  ACO deals with artificial systems that is inspired from 
the foraging behavior of real ants, which are used to solve 
discrete optimization problems [20].  The main idea is the 
indirect communication between the ants by means of 
chemical pheromone trials, which enables them to find short 

paths between their nest and food. 
Studies of ant colonies have contributed in abundance to 

the set of intelligent algorithms.  The modeling of pheromone 
depositing by ants in their search for the shortest paths to 
food sources resulted in the development of shortest path 
optimization algorithms.   

III. ANT COLONY SYSTEM 
The basic idea of real ant system is illustrated in Figure 1.  

The ants move in a straight line from nest to food source 
(Figure 1 (a)).  At the next stage, assume that there is an 
obstacle (Figure 1 (b)).  In this case, to avoid the obstacle 
initially each ant chooses to left or right at random           
(Figure 1 (c)).  Let us assume that ants move at the same 
speed depositing pheromone in the trail uniformly.  However, 
the ants that, by chance, select to turn left will reach the food 
source sooner, whereas the ants that turn right  will follow a 
longer path.  The intensity of pheromone deposited on shorter 
path is more than the other path.  So ants will we increasingly 
guided to move on the shorter  path (Figure 1 (d)).  The 
intensity of deposited pheromone is one of the most 
important factors for ants to find the shortest path. 

 

 

     
    

     

     
Figure 1. Illustrating the behavior of  real ant movements 

1) Ants following a path between their nest and food source 
2) Encountering obstacle of ants 
3) Selecting of ants 
4) Finding shortest path of ants 

 
The ACO is a meta-heuristic inspired by the behavior of 

some species of ants that are able to find the shortest path  
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from nest to food sources in a short time.  The meta-heuristic 
was introduced by Margo Dorigo [21] and his colleagues [8] 
in the early 1990’s. 

The ACO mimics the way real ants find the shortest route 
between a food source and their nest.  The ants communicate 
with one another by means of pheromone trails.  Pheromone 
is the chemical material deposited by the ants, which serves 
as critical communication medium among ants, thereby 
guiding the determination of the next movement.  The more 
the number of ants traces the given path, the more attractive  
this path (trail) becomes and is followed by other ants by 
depositing their own pheromone.  This auto catalytic and 
collective behavior results in the establishment of the shortest 
route.  Ants find the shortest path based on intensity of  
pheromone deposited on different paths.  This characteristic 
of ants is adapted on ant colony optimization algorithms to 
solve real problems.   

Relevant ACO techniques have been successfully 
employed in many fields, such as traveling salesman problem, 
scheduling, vehicle routing, quadratic assignment problem, 
routing optimization in telecommunication networks and 
graph coloring. 

IV. CLUSTER ANALYSIS 
The clustering problem is the ordering of a set of data into 

groups, based on one or more features of the data.  Cluster 
analysis [15] [39] [44] is an unsupervised learning method 
that constitutes a main role of an intelligent data analysis 
process.  It is used for the exploration of inter-relationships 
among a collection of patterns, by organizing them into 
homogenous clusters.  It is called unsupervised learning 
because unlike classification (known as supervised learning), 
no a priori labeling of some patterns is available to use in 
categorizing others and inferring the cluster structure of the 
whole data. 

Cluster analysis is a tool for exploring the structure of data.  
Clustering is the process of grouping objects into clusters 
such that the objects from the same clusters are similar and 
objects from different clusters are dissimilar.  The 
relationship is often expressed as similarity or dissimilarity 
measurement and is calculated through distance function.  
Clustering is useful technique for the discovery of data 
distribution and patterns in the underlying data.  It is an 
unsupervised learning technique.  Unsupervised learning is 
learning from observations and discovery.  In this mode of 
learning, there is no training set or prior knowledge of the 
classes.  The system analyses the given set of data to observe 
similarities emerging out of the subsets of the data.  The 
outcome is a set of class descriptions, one for each class, 
discovered in the environment.  The basic objective of 
clustering is to discover both the dense and sparse regions in 
a data set.  In cluster analysis, one does not know what 
classes or clusters exists and the problem to be solved is to 
group the given data into meaningful clusters. 

The aim of clustering analysis is to find any interesting 
groupings of the data.  It is possible to define cluster analysis 
as an optimization problem in which a given function 
consisting of  within cluster similarity and between clusters 
dissimilarities needs to be optimized. 

A problem with the clustering methods is that the 
interpretation of the clusters may be difficult.  In addition, the 
algorithms will always assign the data to clusters even if there 
were no clusters in the data.  Therefore, if the goal is to make 
inferences about its cluster structure, it is essential to analyze 
whether the data  set exhibits a clustering tendency.  In 
real-world application,  there may be errors (called noise) in 
the collected data set due to inaccurate measurement or due to 
missing values.  Therefore a pre-processing step is needed. 

Cluster analysis is a difficult problem because many 
factors (such as effective similarity measures, criterion 
functions, algorithms and initial conditions) come into play 
in devising a well tuned clustering technique for a given 
clustering problem.  Moreover, it is well known that no 
clustering method can adequately handle all sorts of  cluster 
structures (shape, size and density).  Sometimes the quality of 
the clusters that are found can be improved by pre-processing 
the data.  Another common technique is to use 
post-processing steps to try to fix up the clusters that have 
been found. 

Generally clustering algorithms can be categorized into 
hierarchical methods, partitioning methods, density-based 
methods, grid-based methods, and model-based methods [5]. 

The desirable features of clustering algorithms are 
scalability, ability to deal with different data types, discovery 
of clusters with arbitrary shape, able to deal with noise and 
outliers, insensitive to order of input records, incorporation 
of user-specified constraints, interpretability and usability, 
minimal requirements for domain knowledge to determine 
input parameters. 

There exist a large number of clustering algorithms in the 
literature [75].  No single algorithms is suitable for all types 
of objects, nor all algorithms appropriate for all problems.  
Unfortunately, many of the traditional clustering algorithms 
share a number of drawbacks.  Recently,  algorithms inspired 
by nature used for clustering.  It is claimed that ant-based 
clustering algorithms can overcome these drawbacks.  These 
algorithms have advantages in many aspects, such as 
self-organization, flexibility, robustness, no need of prior 
information, and decentralization [6].        

V. ANT-BASED CLUSTERING IN THE LITERATURE 
Ant colonies provide a means to formulate some powerful 

nature-inspired heuristics for solving the clustering problems.  
Several clustering methods based on ant behavior have been 
proposed in the literature.  This section provides a brief 
description of these methods. 

In several species of ants, workers have been reported  to 
form piles of corpses – cemeteries – to clean the nests.  
Cheretien and others [12] [8] have performed experiments 
with the ant Lasius Niger to study the organization of 
cemeteries.  Other experiments on the ant Phaidole Pallidula 
are also reported in Deneubourg et al. [16].  Brood sorting is 
observed by Franks and Sendova-Franks [27] in the ant 
Leptothorax Unifasciatus.  Workers of this species gather the 
larvae according to their size.  Franks and Sendova-Franks 
[27] have intensively analyzed the distribution of brood 
within the brood cluster. 

Ant-based clustering sorting was first introduced by 
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Deneubourg et al. [16] to explain the above mentioned 
phenomena of corpse clustering and larval sorting in ants [8].  
It is an instance of the broad category of ant algorithms [23]. 

Ant-based clustering algorithms are based upon the brood 
sorting behavior of ants.  Larval sorting and corpse cleaning 
by ant was first modeled by Deneubourg et al. for 
accomplishing certain tasks in robotics.  Their work was 
actually focused on clustering objects by using group of real- 
world robots.  Their model is known as basic model (BM).  
This model can be described as follows:  The data items are 
randomly scattered into a two-dimensional grid.  Initially, 
each data object that represents a multi-dimensional pattern is 
randomly distributed over the 2D space.  Each ant moves 
randomly around this grid picking and dropping the data 
items.  The decision to pick up or drop an item is random but 
is influenced by the data items in the ant’s immediate 
neighborhood.  The probability of dropping an item is 
increased if ants are surrounded with similar data in the 
neighborhood.  In contrast, the probability of picking an item 
is increased if a data item is surrounded by dissimilar data, or 
when there is no data in its neighborhood.  In this way, 
clustering of the elements on the 2D grid is obtained.  Real 
ants Messor Sancta build clusters starting from randomly 
located corpses is shown in the following Figure 2. 

 

      

      
 

Figure 2.  Real ant cluster the bodies of deal ants 
 
The probability of picking an item is given by: 
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where 
• Pp  is the probability of picking 
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neighborhood of the ant 
• k1 — is a threshold item. 

 
The probability of dropping an item is given by: 
 

                                           (2) 

    where: 
• Pd is the probability of dropping 
• k2 is another threshold constant. 

 
Lumer and Faieta [50] modified Deneubourg et al.’s basic 

model [16] using a dissimilarity-based evaluation of the local 
density, in order to make it suitable for data clustering and it 
has subsequently been used in data mining [51].  This 
algorithm is called LF model or standard ant clustering 
algorithm (SACA).  In this algorithm, each ant-like agent 
cannot communicate with each other, and they can only sense 
the similarity of the objects in their immediate region. 

Lumer and Faieta [50] have introduced the notion of 
short-term memory within each agent.  Each ant remembers a 
small number of locations where it has successfully dropped 
an item.  And so, when picking a new item this memory is 
consulted in order to bias the direction in which the ant will 
move.  Thus, the ant tends to move towards the location it last 
dropped a similar item. 

Lumer and Faieta [50] define picking up and dropping 
probabilities as follows: 
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where: 
 

• f(oi) is a measure of the average similarity of data 
object oi  with the other data object oj   

   present in the neighborhood of oi 

• d(oi, oj) is the dissimilarity between pair of objects 
(oi, oj) 

• α is a factor that defines the scale for dissimilarity 
• k1 and k2 are two constants that play a role similar to 

k1 and k2 in the BM. 
 
Gutowitz [29] called the agents  basic ants, which have:          

1) a finite memory, which is a register of length ‘n’ that 
records the presence or absence of objects at the ant’s 
previous ‘n ‘ locations; 

2) an object manipulation capacity; 
3) a function that gives the probability to manipulate an 

object proportionally; 
4) to the values in memory and a random variable; and 
5) the capability to execute Brownian motion 

Although the basic ants have only local perceptual 
capabilities, they are able to promote global order.  The 
mechanism underlying this phenomenon was carefully 
investigated by Gutowitz [29].  He proposed the complexity 
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seeking ants, which are variants of the basic ants proposed by 
Deneubourg et al. [16].  The complexity-seeking ants are 
allowed to see local complexity and tend to perform action in 
regions of highest local complexity. 

Gutowitz [29] would improve on this model by giving the 
ants, the capacity to sense the complexity (or entropy) of their 
vicinity.  The entropy level of the work area was determined 
by the presence or absence of objects, so that a place 
completely empty or completely full would have the lowest 
entropy, and a checkered pattern would have the highest.  
The level of entropy of the surrounding would affect the 
propensity of the ants to take an action.  In this way, in areas 
with low entropy the ants would not try to pick or drop 
anything.  These complexity-seeking ants were thus able to 
avoid actions that did not contribute to the clustering process, 
performing their task more efficiently. 

Gutowitz [29] has suggested to use of spatial entropy to 
track the dynamics of clustering.  The spatial entropy Es at 
scale ‘s’ is defined by: 

 

∑
∈

=
SI

IIs PPE log                                                       (6) 

where PI  is the faction of all objects on the lattice that are 
found in s-patch I. 

Oprisan et al. [62] proposed a variant of Denebourg et al.’s 
basic model [16], in which the influence of previously 
encountered objects is distributed by a time factor. 

Bonabeau [9] also explored the influence of various 
weighting functions, especially those with short-term 
activation and long-term inhibition. 

Among other social movements, Bonabeau et al. [8] have 
simulated the way, ants work collaboratively in the task of 
grouping dead bodies so, as to keep the nest clean.  It can be 
observed that, with  time the ants tend to cluster all dead 
bodies in a specific region of the environment, thus forming 
piles of corpses. 

Monmarche [59] [60] combined the stochastic and 
exploratory principles of clustering ants with the 
deterministic and heuristic of the popular k-means algorithm 
in order to improve the convergence of the ant-based 
clustering algorithm.  The proposed hybrid method is called 
AntClass and is based on the work of Lumer and Faieta [50].  
The AntClass algorithm allows an ant to drop more than one 
object in the same cell, forming heaps of objects.  Another 
important contribution of this algorithm is that it also makes 
use of hierarchical clustering, implemented by allowing ants 
to carry an entire heap of objects. 

M. Dorigo et al. [24] presented in an Ant System and ACO 
which is a meta-heuristic approach based on the foraging 
behavior (a positive motivation) of real ants.  It is based on 
the parameterized probabilistic model – the pheromone 
model. 

N. Slimane, N. Monmarche and G. Venturini [70] 
proposed Ant-Class algorithm, which applies explorative and 
stochastic principles from the ACO meta-heuristic combined 
with deterministic and heuristic principles from k-means. 

Ramos and Merelo [63] developed a novel strategy called 
ACLUSTER to tackle unsupervised clustering as well as data 
retrieval problems.  This algorithm was employed for textual 

document clustering.  The authors proposed the use of 
bio-inspired spatial transition probabilities, avoiding 
randomly moving agents, which may explore non-interesting 
regions.  In this sense, ants do not move randomly like SACA, 
but according to transition probabilities that depend on the 
spatial distribution of pheromone across the environment.  If 
a particular cluster disappears, the pheromone tends to 
evaporate from that location.  This approach is interesting, 
because pheromone represents the swarm memory and all 
ants can benefit from it.  In other words, the ants share a 
common memory. 

V. Ramos, F. Muge and P. Pina [64] noticed that the 
SACA would generate a large quantity of small clusters.  
They modified the Ant-based clustering by changing the 
movement paradigm.  While the previous works all relied on 
random moving ants, their ants would move according to a 
trail of pheromones left on clustering formations.  This would 
reduce the exploration of empty areas, where the pheromone 
would eventually evaporate.  This algorithm was applied to 
the classification of  stone images.  They studied the 
performance of the algorithm on continuous clustering [65] 
and showed that this improves clustering performance for the 
ant-based clustering system.  

Handl and Meyer [33] applied ant-based clustering as the 
core of a visual document retrieval system for world wide 
web searches in which the basic goal is to classify on line 
documents by contents’ similarity.  The authors adopted an 
idea of short-term memory and employed ants with different 
speeds, also allowing them to jump.  In addition, they 
introduced an adaptive scaling strategy, as well as some 
further modifications to achieve reliable results and to 
improve efficiency. 

Labroche et al. [46] proposed a clustering algorithm, called 
ANTCLUST, based on a modeling of the chemical 
recognition system of ants.  This system allows the 
construction of a colonial odor used for determining the ants’ 
nest membership, such that ants can discriminate between 
nest mates and intruders. 

Kanade and Hall [41] presented a hybridization of the ant 
systems with the classical Fuzzy C-Means algorithm (FCM) 
to determine the number of clusters in a given dataset 
automatically.  In their fuzzy ant algorithm, at first the 
ant-based clustering are refined using the FCM algorithm. 

Handl et al. [34] [35] proposed a scheme that enables an 
unbiased interpretation of the clustering solutions obtained 
by ant-based clustering algorithms.  The authors argue that 
although many of the results obtained by ant algorithms look 
promising, there is a lack of knowledge about the actual 
performance of such algorithms.  In order to overcome this 
limitation, they proposed a technique which is based on the 
application of agglomerative hierarchical clustering method 
to the positions of the data items on the grid.  Taking into 
consideration the developed method, the results achieved by 
the ant-based clustering algorithm proposed by Handl and 
Meyer [33] are compared, using both synthetic and real 
datasets, with those obtained by two classical algorithms 
(k-means and agglomerative average link), showing that the 
ant-based algorithm performs well when compared with 
them. 
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Abraham and Ramos [2] applied the ACLUSTER to 
discover the web usage patterns and thereafter a genetic 
programming approach to analyze the visitor trends. 

N. Labroche, N. Monmarche and G. Venturini [48] 
presented Ant-Clust algorithm.  In this algorithm, the ants 
proceed according to chemical properties and odors to 
recognize themselves as similar or not. 

H. Azzag, N. Monmarche, M. Slimane and G. Venturini [4] 
presented a new clustering algorithm (AntTree) for 
unsupervised learning. 

Handl et al. [36] changed the ants’ movement policy so 
that the ants, after dropping an object, would teleport to the 
next isolated object, and pick it automatically. 

C.F. Tsai, C.W. Tsai, H.C. Wu and T. Yang [74] proposed 
a novel clustering method called ant colony optimization 
with different favor algorithm (ACODF).  In this algorithm,  
a direct adaptation of the ACO meta-heuristic for solving 
clustering problems.  This algorithm performed better than 
the fast SOM k-means and genetic k-means algorithm. 

Xiaohua Xu and Ling Chen Chen Y. [79] presented an 
artificial ants sleeping model (ASM) and an adaptive 
artificial ants clustering algorithm (A4C) to resolve the 
clustering problem in data mining by simulating the 
behaviors of gregarious ant colonies. 

P.S. Shelokar, V.K. Jayaraman and B.D. Kulkarni [69] 
described an ant colony optimization methodology for 
optimally clustering ‘N’ objects into ‘K’ clusters.  The 
algorithm employs distributed agents which mimic the way  
real ants find a shortest path from their nest to food source 
and back.  This algorithm is implemented and tested on 
several simulated and real datasets.  The performance of this 
algorithm is compared with other popular stochastic or 
heuristic methods viz. genetic algorithm, simulated annealing 
and tabu search.  The results reveal that the proposed 
algorithm is effective in terms of quality. 

Yun-Fei Chen, Chanadio Abdul Fattah, Yu-Shu Liu and 
Gangway Yan [86] presented a new heuristic density-based 
ant colony clustering algorithm (HDACC). 

S. Schockaert, M. De Cock, C. Cornelis and E.E. Kerre [68] 
presented a clustering algorithm, inspired by the behavior of 
real ants simulated by means of fuzzy IF-THEN rules.  In this 
algorithm, no additional information such as an initial 
partitioning of the data or the number of clusters, is needed.  
The proposed algorithm is efficient, robust and easy to use. 

Diego Alejandro Ingaramo, Guillermo Leguizamon and 
Marcelo Errecalde [19] proposed a new version of the 
Ant-Tree algorithm called Adaptive Ant Tree (AAT), an 
approach inspired on the self-assembling behavior observed 
in some species of real ants.  The proposed algorithm uses the 
original Ant-Tree algorithm as the first stage.  Then, a 
re-assignation of ants to different clusters and combination of 
those clusters is carried out to give a better clustering model.  
The main features of AAT is given by its capacity of 
disconnecting ants from the tree under construction without 
increasing significantly the running time. 

Vegard Hartmann [38] tried a different approach to the ant 
clustering algorithm by using evolution to train both the 
system’s disparity function and move policy.  Each ant would 
have a neural network which would take the objects of its 

vicinity as input, and return the move action, and the pick up  
or drop action, as outputs.  By changing the evolutionary 
system fitness function, he was able to train the ants to create 
annular clusters, one cluster would be encircling another. 

A. Vizine, L.N. de Castro, E.R. Hruschka and R.R. 
Gudwin [76] proposed an Adaptive Ant-Clustering 
Algorithm (A2CA).  They have made a series of 
improvements to Lumer and Faieta’s system [50].  A2CA is 
more robust in terms of the number of clusters found and 
tends to converge into good solution while the clustering 
process evolves.  To achieve these goals, they proposed three 
main modifications in the SACA:  1) a cooling schedule for 
the parameter that controls the probability of ants picking up 
objects from the grid;           2) a progressive vision field that 
allows ants to ‘see’ over a wider area; and 3) the use of 
pheromone function added to the grid as a way to promote 
reinforcement for the dropping of objects at more dense 
regions of the grid.  These modifications favor an adaptive 
clustering process, in the sense that the proposed algorithm 
tends to converge to stable clusters. 

Vizine et al. [77] presented a new algorithm called ACA 
which comes with a cooling scheme for picking probabilities.  
The local error function remains unchanged.  This algorithm 
improves convergence. 

J. Handl, J. Knowles and M. Dorigo [37] described an 
improved version of the heuristic, called Adaptive Time 
Dependent Transporter Ants (ATTA), incorporating adaptive 
heterogeneous ants, a time-dependent transporting activity, 
and a method that transforms the spatial embedding produced 
by the algorithm into an explicit partitioning.  ATTA is then 
subjected to the most rigorous experimental evaluation of an 
ant-based clustering and sorting algorithm undertaken to date.  
They compared its performance with standard techniques for  
clustering and topographic mapping using a set of analytical 
evaluation functions and a range of synthetic and real data 
collections.  Their results demonstrate the ability of ant-based 
clustering and sorting to automatically identify the number of 
clusters inherent in a data collection, and to produce high 
quality solutions.  They have also devised the versions of 
ATTA such as ATTA-C (ATTA for clustering) and 
ATTA-TM (ATTA for topographic mapping). 

This work is followed by the work of Tan et al. [71] which 
removes the ant metaphor from the method and presents a 
deterministic version of ant-based clustering algorithm. 

S. Chi and C.C. Yang [13] developed a new method which 
integrates ant colony SOM and k-means for clustering 
analysis.  This algorithm improves the traditional methods by 
the robust and efficient methods of any ant colony 
optimization. 

Lotfi Admane, Karima Benatchba, Mouloud Koudil, 
Lamri Siad and Said Maziz [49] introduced a method called 
AntPart for the resolution of exclusive unsupervised 
classification.  This method is inspired by the behavior of a 
particular species of ants called Pachycondyla apicalis.  The 
performances of this method are compared with other 
methods such as AntClass, AntTree and AntClust. 

Yan Yang and Mohamed S. Kamel [82] developed a 
multi-ant colonies approach for clustering data that consists 
of some parallel and independent ant colonies and a queen 
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ant agent. Each ant colony process takes different types of 
ants moving speed and different versions of the probability 
conversion function to generate various clustering results 
with an ant-based clustering algorithm. These results are sent 
to the queen ant agent and combined by a hyper-graph model 
to calculate a new similarity matrix. The new similarity 
matrix is returned back to each ant colony process to 
re-cluster the data using the new information. Experimental 
evaluation shows that the average performance of the 
aggregated multi-ant colonies algorithms outperforms that of 
the single ant-based clustering algorithm and the popular 
k-means algorithm. The result also shows that the lowest 
outliers  strategy for selecting the current data set has the best 
performance quality. 

Salima Ouadfel and Mohamed Batouche [67] have 
presented an artificial ant clustering algorithm (AntClust), a 
new ant-based algorithm for image segmentation that uses 
the self-organizing and autonomous brood sorting behavior 
observed in real ants. 

B. Gillner [28] investigated the performance of 
ACLUSTER [63] and ATTA [37], under the measures and 
datasets proposed by Handl et al. [37]. Based on performance 
results of both algorithms gathered from numerous runs, the 
results indicate weaknesses in the design of ACLUSTER 
while ATTA is well capable of clustering tasks. ATTA is 
able to detect the correct number of clusters in the data. 

Xiaofang Huang, Yixian Yang and Xinxin Niu [80] 
described an improved version, called chaotic ant clustering 
algorithm (CACAS), adopting an important strategy of using 
chaotic perturbation to improve individual quality and utilized 
chaos perturbation to avoid the search being trapped in local 
optimum.   The performance of the proposed ant algorithm is 
compared with the k-means approach and ant-based clustering 
by evaluation functions and topographic mapping using a set of 
analytical data. The experimental results demonstrate the 
proposed method is a robust and viable. 

Jianhua Qu and Xiyu Liu [40] presented a quick and 
effective ant clustering (QAC) algorithm. 

Warangkhana Ngenkaew, Satoshi Ono and Shigeru 
Nakayama [78] proposed a method of using two kinds of 
deposited pheromones at each grid, Trailing Pheromone and 
Foraging Pheromone in ant-based clustering algorithm. 

Ying Wang, Ren-Wang Li, Bin Li, Peng-Ju Zhang and 
Yao-Hui Li [84] proposed an advanced clustering method 
called ant colony ISODATA algorithm (ACIA) in real time 
computer simulation. 

Zhang Tao, Lv Xiaodong and Zhang Zaixu  [89] 
developed an improved clustering algorithm based on ant 
colony approach.  This algorithm is applied in aggregation 
analysis.  The experimental results reveal that the proposed 
ant algorithm is effective, efficient and quick convergence. 

Urszula Boryczka [75] presented a new ant clustering 
algorithm called ACA for data clustering in a knowledge 
discovery context.  In this algorithm, he employed a modified 
version of the short-term memory introduced by Lumer and 
Faieta [50] in order to improve the convergence.  The 
proposed algorithm is evaluated in a number of well-known 
benchmark data sets.   

In this ACA, the following threshold formulae are used for 
picking and dropping decisions : 

 

                                 (7) 
 

                                 (8) 
where  f*(i) is a modified version of Lumer and Faieta’s 

neighborhood function: 

                (9) 
 
C. Fernandes, A.M. Mora, J.J. Merelo, V. Ramos and J.L.J. 

Laredo [26] have introduced a new method for clustering and 
data classification, based on an hybridization of Ant 
Algorithms and Kohonen Self-Organizing Maps. It has been 
demonstrated that KohonAnts (or KANTS ) model is useful 
for clustering and classification tasks, yielding very good 
results in both kind of problems. 

Lutz Herrmann and Alfred Ultsch [52] presented a new 
work that shows how the ant-based clustering algorithm from 
Lumer and Faieta [50] is related to Self-Organizing Maps 
[45].  They omitted the mechanism of picking and dropping 
ants for a formal analysis of the underlying formulae. They 
analyzed the popular technique of Lumer/Faieta.  The 
Lumer/Faieta approach is strongly related to Kohonen's 
Self-Organizing Batch Map. In their work, a unifying basis is 
derived in order to assess strengths and weaknesses of both 
techniques.  The behavior of popular derivatives of LF such 
as ACLUSTER, ACA and ATTA is also explained. 

Ashish Ghosh, Anindya Halder, Megha Kothari and 
Susmita Ghosh [3] presented a new algorithm for clustering 
data sets based on the property of aggregation pheromone 
found in ants,  called APC.  An ant is placed at each location 
of a data point, and the ants are allowed to move in the search 
space to find points with pheromone density.  The movement 
of an ant is governed by the amount of pheromone deposited 
at different points of the search space.  More the deposited 
pheromone,  more is the aggregation of ants.  This leads to 
the formation of homogenous groups of data. 

Zahra Sadeghi, Mohammad Teshnehlab and Mir Mohsen 
Pedram [88] presented a new strategy for clustering using 
artificial ants in which groups of ants try to do clustering by 
inserting and removing operations.  Clustering is done using 
groups of ants which are as many as the number of clusters.    
The goal of each group is to collect members of one cluster.   
All data objects and ants are spread randomly on the grid.  
Each ant contains a load list which is initialized with a 
random object at first.  Ants search the grid and try to collect 
similar data to their load.  The load list of ants of each group 
constructs each cluster.  That is, the proposed method uses 
‘k’ ants for finding ‘k’ clusters and they collect data objects 
in their load list, so there is no need to the retrieving process.  
This algorithm outperforms k-means algorithm and LF model 
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of ant clustering.  The two new probability functions of 
picking and dropping are given below: 

                      (10) 
 

                    (11) 
 

where Kins and Krem are the inserting and removing 
constants respectively. 

Qin Chen and Jinping Mo [61] proposed an improved ant 
clustering algorithm based on k-means, which optimizes the 
rules of ant clustering algorithm. 

 Zhao Weili [90] proposed an improved entropy-based ant 
clustering (IEAC) algorithm.  The information entropy to 
model behaviors of agent is applied.  The better quality 
clusters can be obtained by using the entropy function. 

Fei Wang, Dexian Zhang and Na Bao [25] proposed a 
method of document clustering algorithm based on Ant 
Colony Algorithm (ACO) and Fuzzy C-means clustering 
(FCM). This algorithm makes use of Ant Colony Algorithm 
for finding local extremum. After obtaining good initial 
clusters, Fuzzy C-means clustering is applied. 

This is not the exhaustive list of all techniques, other 
approaches can also be found in the literature.   A number of 
modifications have been introduced to the basic ant-based 
clustering scheme that improve the quality of the clustering, 
convergence, stability and other key features.    

VI. APPLICATIONS 
 

Ant-based clustering algorithms have been used in a large 
variety of applications.  They are applied for web usage 
mining.  Web usage mining attempts to discover useful 
knowledge from the secondary data obtained from the 
interactions of the users with the web. A. Abraham and           
V. Ramos [2] proposed an ant-based clustering algorithm to 
discover Web usage patterns (data clusters) and a linear 
genetic programming approach to analyze the visitor trends.  
The ant colony inspired methods can also be applied in many 
stages of the Electrocardiogram Interpretation Process [56] 
[57] [58].  Initially, the Deneubourg and LF algorithms have 
become well-known models that have been used in 
applications like data mining [60] [79] and graph-partitioning 
[47].  Several papers have reported successful applications of 
ant-based clustering algorithms such as Data retrieval and 
textual document clustering [63], Classification of stone 
images [64], Web usage mining [2] [31], Solvency prediction 
[87], Network traffic analysis [72], Intrusion detection [66], 
Long-term electrocardiogram processing [55], Textural 
defect detection [11], Knowledge discovery in DNA chip 
analysis data [54], Distributed databases [14], Biomedical 
data processing [53], Image segmentation [67] [81] [83], 
Human skin analysis and generating portal site [31], Image 
retrieval [30], Content-based image retrieval [73], Data 

clustering [75], Clustering and classification [26], Computer 
forensics [17] and Gene expression data analysis [85].  

 

VII. CONCLUSION AND FURTHER RESEARCH DIRECTIONS 
Ant-based clustering algorithms are an appropriate 

alternative to traditional clustering algorithms.  The 
algorithm has a number of features that make it an interesting 
study of cluster analysis.  It has the ability of automatically 
discovering the number of clusters.  It linearly scales against 
the dimensionality of data.  The nature of the algorithm 
makes it fairly robust to the effects of outliers within the data.  
Research on ant-based clustering algorithms is still an 
on-going field of research.  In this paper, we address a brief 
survey of ant-based clustering algorithms and an overview of 
some of its applications.  There are a number of directions in 
which research on ant-based clustering can be continued.  We 
summarize and conclude the survey with listing some 
important future works and research trends for ant-based 
clustering algorithms:  a comparative study of ant clustering 
performance with respect to other clustering algorithms; 
applying ant clustering algorithms to real-world applications; 
effects on performance of user-defined parameters; a 
hierarchical analysis of the input data by varying some of the 
user-defined parameters; sensitivity analysis of various 
user-defined parameters of ant clustering algorithms; to 
determine optimal values of parameters other than pick and 
drop policies; developing new probabilistic rules for picking 
and dropping objects; study the effect based on reasonably 
good validity index function to judge the fitness of several 
possible partitioning of the data of ant-based clustering 
schemes and validating mathematically; study the possibility 
of dynamic clustering using ant clustering with data mining 
applications; applying ant clustering algorithms for 
multi-objective optimization problems; study of 
transformation of ant clustering algorithms into supervised 
algorithms; developing new theoretical results of behavior of 
ant clustering algorithms and  study of hierarchical ant-based 
clustering algorithms; to analyze the working principles that 
ant-based clustering shares with other clustering methods; 
hybridization of ant-clustering algorithm with alternative 
clustering methods. 
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